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EDITORS PREFACE 

At the end of the 20th century, a tremendous progress was made in biotechnology in its 
widest sense. This progress was largely possible as a result of joint efforts of top 
academic researchers in both pure fundamental sciences and applied research. The 
surplus value of such interdisciplinary approaches was clearly highlighted during the 
9th European Congress on Biotechnology that was held in Brussels, Belgium (11-15
July, 1999). 

The present volume in the ‘Focus on Biotechnology’ series, entiteld ‘Physics and 
Chemistry Basis for Biotechnology’ contains selected presentations from this meeting, 
A collection of experts has made serious efforts to present some of the latest 
developments in various scientific fields and to unveil prospective evolutions on the 
threshold of the new millenium. In all contributions the emphasis is on emerging new 
areas of research in which physicochemical principles form the foundation. 

In reading the different chapters, it appears that more than ever significant advances 
in biotechnology very often depend on breakthroughs in the biotechnology itself (e.g. 
new instruments, production devices, detection methods), which - in turn - can be 
realized by implementing the appropriate physical and chemical principles into the new 
application. This ‘common’ pattern is illustrated in the different chapters. Some highly 
relevant, next generation scientific topics that are treated deal with de novo synthesis of 
materials for gene transfection, imaging contrast agents, radiotherapy, aroma 
measurements, psychrophilic environments, biomimetic materials, bioradicals, 
biosensors, and more. Given the diversity of the selected topics, we are confident that 
scientists with an open mind, who are looking for new frontiers, will find several 
chapters of particular interest. Some of the topics will give useful, up-to-date
information on scientific aspects that may be either right in, or at the interface of their 
own field of research. 

We would like to thank the many authors who did such an excellent job in writing 
and submitting their papers to us. It was enjoyable to interact with them, and there is no 
question that the pressure we put on many of them was worthwhile. 

Marcel De Cuyper Jeff W.M. Bulte 
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BIOMIMETIC MATERIALS SYNTHESIS 

ALEKSEY NEDOLUZHKO AND TREVOR DOUGLAS 
Department of Chemistry, Temple University 
Philadelphia, PA 19122-2585 USA 

Abstract

The study of mineral formation in biological systems, biomineralisation, provides 
inspiration for novel approaches to the synthesis of new materials. Biomineralisation 
relies on extensive organic-inorganic interactions to induce and control the synthesis of 
inorganic solids. Living systems exploit these interactions and utilise organised organic 
scaffolds to direct the precise patterning of inorganic materials over a wide range of
length scales. Fundamental studies of biomineral and model systems have revealed 
some of the key interactions which take place at the organic-inorganic interface. This 
has led to extensive use of the principles at work in biomineralisation for the creation 
of novel materials. A biomimetic approach to materials synthesis affords control over 
the size, morphology and polymorph of the mineral under mild synthetic conditions. 

In this review, we present examples of organic-inorganic systems of different kinds, 
employed for the synthesis of inorganic structures with a controlled size and 
morphology, such as individual semiconductor and metal nanoparticles with a narrow 
size distribution, ordered assemblies of the nanoparticles, and materials possessing 
complex architectures resembling biominerals. Different synthetic strategies employing 
organic substances of various kinds to control crystal nucleation and growth and/or 
particle assembly into structures organised at a larger scale are reviewed. Topics 
covered include synthesis of solid nanoparticles in micelles, vesicles, protein shells, 
organisation of nanocrystals using biomolecular recognition, synthesis of nanoparticle 
arrays using ordered organic templates. 

1. Introduction 

The rapidly growing field of biomimetic materials chemistry has developed largely 
from the fundamental study of biomineralisation [ 1], the formation of mineral 
structures in biological systems. Many living organisms synthesise inorganic minerals 
and are able to tailor the choice of material and morphology to suit a particular 
function. In addition, the overall material is often faithfully reproduced from generation 
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Aleksey Nedoluzhko and Trevor Douglas 

to generation. The control exerted in the formation of these biominerals has captured 
the attention of materials scientists because of the degree of hierarchical order, from the 
nanometer to the meter length scale, present in most of these structures [2]. Biominerals 
are usually formed through complementary molecular interactions, the “organic-matrix
mediated” mineralization proposed by Lowenstam [3]. These interactions between 
organic and inorganic phases are mediated by the organisms through the spatial 
localisation of the organic template, the availability of inorganic precursors, the control 
of local conditions such as pH and ionic strength, and a cellular processing which 
results in the assembly of complex structures. Our understanding of some of the 
fundamental principles at work in biomineralisation allows us to mimic these processes 
for the synthesis of inorganic materials of technological interest. 

The biomimetic approach to materials chemistry follows two broad divisions that 
remain a challenge to the synthetic chemist. On the one hand mineral formation is 
dominated by molecular interactions leading to nucleation and crystal growth. On the 
other hand there is the assembly of mineral components into complex shapes and 
structures (tectonics [4]) which impart a new dimension to the properties of the 
material. So, interactions must be controlled at both the molecular length scale (Å) – to
ensure crystal fidelity of the individual materials, as well as at organismal length scales 
(cm or m). The fidelity of materials over these dramatic length scales is not necessarily 
the same. An intense effort in biomimetic materials chemistry is focussed (often 
simultaneously) on these two length scales. There is not yet a generalised approach to 
the processing of materials from the molecular level into complex macroscopic forms 
that can be used for advanced materials with direct applications. 

2. Principles 

The processes of crystal nucleation and growth have been shown to be effectively 
influenced by using organised organic molecular assemblies as well as growth 
modifiers in solution. Langmuir monolayers, Langmuir-Blodgett films, phospholipid 
vesicles, water-in-oil microemulsions, proteins, protein–nucleic acid assemblies, 
nucleic acids, gels, and growth additives afford a degree of empirical control over the 
processes of crystal nucleation and growth. Stereochemical, electrostatic, geometric, 
and spatial interactions between the growing inorganic solid and organic molecules are 
important factors in controlled crystal formation [2, 5]. In addition, well defined, 
spatially constrained, reaction environments have been utilised for nanoscale inorganic 
material synthesis and in some instances these nanomaterials have been successfully 
assembled into extended materials. 

Crystalline materials form from supersaturated solutions and their formation 
involves at least two stages i) nucleation and ii) growth. Controlled heterogeneous 
nucleation can determine the initial orientation of a crystal. Subsequent growth from 
solution can be modified by molecular interactions that inhibit specific crystal faces and 
thereby alter the macroscopic shape (morphology) of the crystal. While an ideal crystal 
is a tightly packed, homogeneous material that is a three dimensional extension of a 
basic building block, the unit cell, real crystals are often characterised by defects, and 
the surfaces are almost certainly different from the bulk lattice. These surfaces, in 
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contact with the solution, grow from steps, kinks, and dislocations that interact with 
molecules and molecular arrays to give oriented nucleation and altered crystal 
morphology.

2.1. NUCLEATION 

Crystals grow from supersaturated solutions. The kinetic barrier to crystallisation 
requires the formation of a stable cluster of ions/molecules (critical nucleus) before the 
energy to form a new surface (DGs) becomes less than the energy released by the

formation of new bonds (D GB).
There are two generalised mechanisms for the nucleation of crystals; homogeneous

nucleation and heterogeneous nucleation. Homogeneous nucleation requires that the 
critical crystal nucleus forms spontaneously, as a statistical fluctuation, from solution. 
A number of molecules/atoms come together forming a crystal nucleus that must reach 
a critical size before crystal growth occurs rather than the re-dissolution of the nucleus. 
Heterogeneous nucleation comes about through favourable interactions with a substrate 
that acts to reduce the surface free energy D Gs. The substrate, in the case of
biomineralisation, is usually an organised molecular assembly designed specifically for 
the purpose of crystal nucleation. Much of this article will deal with the rational use of 
molecules and organised molecular assemblies that are designed to induce nucleation. 

2.2. GROWTH 

Once nucleation has taken place, and provided there is sufficient material, the nucleus 
eventually grows into a macroscopic crystal. The equilibrium morphology of a crystal, 
in a pure system, reflects the molecular symmetry and packing of the substituents of 
that crystal. The observed morphology of the crystal is strongly affected for example by 
pH, temperature, the degree of supersaturation, and the presence of surface active 
growth modifiers. These effects can change the equilibrium morphology quite 
dramatically.

Solutes must diffuse to, and be adsorbed onto, the growing crystal surface before 
being incorporated into the lattice. Crystal faces that are fast growing will diminish in 
relative size while those that are slow growing will dominate the final morphology. The 
growth rate of a particular face is affected by factors such as the interactions of 
molecules adsorbed onto crystal faces as well as by the charge of a given face, the 
extent to which it is hydrated, and the presence of growth sites. The growth sites on a 
crystal surface are usually steps or dislocation sites and the molecule (atom/ ion) must 
be incorporated there for crystal growth to occur. 
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2.3. BIOMOLECULES AND SUPRAMOLECULAR ASSEMBLIES AS 
TEMPLATES FOR CRYSTAL GROWTH 

Generally, an organic template performs many functions during a biomimetic synthesis, 
It provides selective uptake of inorganic ions, and stabilises a critical nucleus, which 
might define the crystal polymorph. It may direct crystal growth in a certain plane, and, 
finally, it may terminate the crystal growth. It is often the case that in biomimetic 
synthesis it is the template that defines the size, polymorph, and morphology of the 
inorganic crystal. It is not true, however, for natural biomineralisation processes, where 
crystal growth is often controlled in a more complex and precise methods, such as 
enzymatic reactions. 

It follows that in order to provide an environment for the mineralization, the 
template must meet several requirements. First, the template surface must contain 
specific binding sites to bind solution components and to stabilise critical nucleus 
formed at the template-solution interface. In order to limit vectoral crystal growth at the 
specific point, the template should present a spatially constrained structure. 

Biomimetic synthesis may be organised by either using biological macromolecules, 
such as proteins or DNA, or creating artificial supramolecular assemblies. Although the 
latter are very simple systems from the chemical point of view, they often help to 
imitate some of the essential principles of biomineralisation processes. In the following 
sections applications of various organic macromolecules and assemblies for the 
synthesis of inorganic materials are reviewed. 

3. Examples 

3.1. PROTEINS 

The ability of proteins to direct mineral formation is clearly recognisable by the simple 
observation that the shape, size, and mineral composition of seashells are faithfully 
reproduced by a species from generation to generation. This implies that the control of 
mineral formation is under some form of genetic control – most importantly at the level 
of protein expression. Many biomineral systems require the orchestration of multiple 
protein partners which have proved difficult to isolate but some clear examples exist of 
proteins which control biomineral formation [6, 7]. There are also some compelling 
examples, in the literature, of naturally occurring protein systems whose functions have 
been subverted to the formation of novel new materials [2, 8]. Other protein systems 
such as collagen gels (gelatine) have been responsible for much of our photographic 
technology through the encapsulation of nanocrystals of silver salts. Additionally, the 
synthesis of polypeptides of non-biological origin for inorganic materials applications 
is a new and novel direction in biomimetic synthesis. 
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3. I, 1. Ferritin 

Ferritin, an iron storage protein, is found in almost all biological systems [9]. It has 24 
subunits surrounding an inner cavity of 60-80Å diameter where the iron is sequestered 
as the mineral ferrihydrite (Fe2O3.nH2O - sometimes also containing phosphate). The
subunits of mammalian ferritin are of two types, H (heavy) and L (light) chain which 
are present in varying proportions in the assembled protein. These join together 
forming channels into the interior cavity through which molecules can diffuse [ 10, 11]. 
The native ferrihydrite core is easily removed by reduction of the Fe(III) at low 
pH ~4.5, and subsequent chelation and removal of the Fe(II). It is also easily 
remineralised by the air oxidation of Fe(II) at pH> 6. The oxidation is facilitated by 
specific ferroxidase sites which have been identified by site directed mutagenesis 
studies, as E27, E62, His65, E107 and 414], which proceed through a diferric-µ- 
peroxo intermediate [12, 13] on the pathway to the formation of Fe(III). These sites are 
conserved on H chain subunits but absent from L chain subunits. Similar studies have 
also identified mineral nucleation sites which are comprised of a cluster of glutamates 
(E57, E60, E61, E64, and 67) inside the cavity. These sites are conserved on both H 
and L chain subunits. The charged cluster of glutamates that is the nucleation site, 
probably serves to lower the activation energy of nucleation by strong electrostatic 
interaction with the incipient crystal nucleus. 

Ferritin

Apoferrit in

Figure 1. The reaction pathways for nanoparticle synthesis using ferritin. (a) 
Mineralization,/demineralisation, (b) metathesis mineralization, (c) hydrolysis 
polymerisation. Source: Reprinted by permission from Nature [17] copyright 1991 
Macmillan Mgazines Ltd. 

The intact, demineralised protein (apoferritin) provides a spatially constrained reaction 
environment for the formation of inorganic particles which are rendered stable to 
aggregation. Ferritin is able to withstand quite extreme conditions of pH (4.0-9.0) and 
temperature (up to 85°C) for limited periods of time and this has been used to 
advantage in the novel synthesis and entrapment of non-native minerals. Oxides of 
Fe(II/III) [14-16], Mn(III) [17, 18], Co(III) [19], a uranium oxy-hydroxide, an iron 
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sulphide phase [20] prepared by treatment of the ferrihydrite core with H2S (or Na2S)
as well as small semiconductor particles of CdS [21] have all been synthesised inside 
the constrained environment of the protein. The recent advances in site directed 
mutagenesis technology holds promise for the specific modification of the protein for 
the tailored formation of further novel materials. 

3.1.2. Bacterial S-layers

The S-layer is a regularly ordered layer on the surface of prokaryotes comprising 
protein and glycoproteins. These layers can recrystalise as monolayers showing square, 
hexagonal or oblique symmetry on solid supports [22], with highly homogeneous and 
regular pore sizes in the range 2 to 8 nm. These proteins have also been implicated in 
biomineralisation of cell walls and their synthetic use is a great example of the 
biomimetic approach wherein an existing functionality is utilised for a nonbiological 
materials synthesis. The two-dimensional crystalline array of bacterial S-layers have 
been used as templates for ordered materials synthesis on the nanometer scale, both to 
initiate organised mineralization from solution [23, 24] as well as ordered templates for 
nanolithography [25]. Both techniques have produced ordered inorganic replicas of the 
organic (protein) structure. 

Treatment of an ordered array of bacterial S-layers (having square, hexagonal or 
oblique geometry) to Cd 2+ followed by exposure to H2S results in the formation of 
nanocrystalline CdS particles aligned in register with the periodicity of the s-layer.
Ordered domains of up to 1 µm were observed (Figure 2). 

Figure 2. Transmission electron micrographs of self-assembled Slayers: (a) S-layer prior 
to mineralization (stained), (b) after CdS mineralization (unstained). Scale bars = 60 nm. 
Reprinted by permission from Nature [23] copyright 1997 Macmillan Mgazines Ltd. 
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The interaction of S-layers with inorganic materials for the nanofabrication of a solid 
state heterostructure relies on the ability to crystallise these proteins into two-
dimensional sheets. The crystallised protein was initially coated by a thin metal film of 
Ti which was allowed to oxidise to TiO2. By ion milling, the TiO2 was selectively
removed from the sites adjacent to the protein leaving a hole with the underlying 
substrate exposed. Thus, the underlying hexagonal packing arrangement of the 2-d
protein crystal layer has been used as a structural template for the synthesis of porous 
inorganic materials. 

3.1.3. Anisotropic structures - Tobacco mosaic virus 

It was recently reported that the protein shell of tobacco mosaic virus (TMV) could be 
used as a template for materials synthesis [26, 27]. The TMV assembly comprises 
approximately 2 130 protein subunits arranged as a helical rod around a single strand of 
RNA to produce a hollow tube 300 nm x 18 nm with a central cavity 4 nm in diameter. 
The exterior protein assembly of TMV provides a highly polar surface, which has 
successfully been used to initiate mineralization of iron oxyhydroxides, CdS, PbS and 
silica (Figure 3). These materials form as thin coatings at the protein solution interface 
through processes such as oxidative hydrolysis, sol-gel condensation and so-
crystallisation and result in formation of mineral fibres, having diameters in the 20-30
nm range. In addition, there is evidence for ordered end-to-end assembly of individual 
TMV particles to form mineralised fibres with very high aspect ratios, of iron oxide or 
silica, over 1 µm long and 20-30 nm in diameter. 

Figure 3. Strategies for nanoparticle synthesis using tobacco mosaic virus. Reprinted by 
permission from Adv. Mater. [26] copyright 1999 Wiley - VCH Verlag ,
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3. 1. 4. Spherical virus protein cages 

Spherical viruses such as cowpea chlorotic mottle virus (CCMV) have cage structures 
reminiscent of ferritin and they have been used as constrained reaction vessels for 
biomimetic materials synthesis [8, 27]. CCMV capsids are 26 nm in diameter and the 
protein shell defines an inner cavity approximately 20 nm in diameter. CCMV is 
composed of 180 identical coat protein subunits that can be easily assembled in vitro 
into empty cage structures. Each coat protein subunit presents at least nine basic 
residues (arginine and lysine) to the interior of the cavity, which creates a positively 
charged interior interface that is the binding site of nucleic acid in the native virus. The 
outer surface of the capsid is not highly charged, thus the inner and outer surfaces of 
this molecular cage provide electrostatically dissimilar environments. 

Figure 4, Strategy for biomimetic synthesis using cowpea chlorotic mottle virus. Adapted 
from [8]. 

The protein cage of CCMV was used to mineralise polyoxometallate species such as 
NH4H2W12 O42 at the interior protein-solution interface. It was suggested that
mineralization was electrostatically induced at the basic interior surface of the protein 
where the negatively charged polyoxometalate ions aggregate, thus facilitating crystal 
nucleation. The protein shell therefore acts as a nucleation catalyst, similar to the 
biomineralisation reaction observed in ferritin, in addition to its role as a size 
constrained reaction vessel. 
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3.2. SYNTHETIC POLYAMIDES - DENDRIMERS

Some interesting synthetic polypeptides are emerging in the field of materials 
chemistry, in particular dendritic polymers based on poly(amidoamine) or PAMAM 
dendrimers. These polymers are protein mimics in that they too are polyamides, have 
fairly well defined structural characteristics (topology), and can accommodate a variety 
of surface functional groups. They are roughly spherical in shape and they can be 
terminated with amine, alcohol, carboxylate or ester functionalities. Two groups have 
demonstrated that pre treatment of either alcohol or amine terminated dendrimers with 
Pt(II), Pd(II), Cu(II) or HAuCl4 followed by chemical reduction using hydrazine or
borohydride resulted in the stabilisation of nanoparticles of the metals [28-3 1]. These 
were originally suggested to be stabilised within the matrix of the dendrimer sphere. In 
addition it has also been shown that dendrimers having different surface functionalities 
are able to stabilise nanoparticles of CdS (amine terminated [32]) and ferrimagnetic 
iron oxides (carboxyl terminated [33]). In this regard the functionalised dendrimer acts 
as a nucleation site by selective binding of the precursor ions and additionally 
passivates the nanoparticle by steric bulk to prevent extended solid formation. 

3.3. GELS 

A gel is a loosely cross-linked extended three dimensional polymer permeated by water 
through interconnecting pores. Gels are used as reaction media for crystal growth when 
especially big, defect free crystals are desired. Solutes are allowed to diffuse toward 
each other from opposite ends of a gel-filled tube. This creates a concentration gradient 
as the two fronts diffuse through each other, giving rise to conditions of local 
supersaturation. The gel additionally serves to suppress nucleation that allows fewer 
crystals to form, thus reducing the competition between crystallites for solute 
molecules, and the result is larger and more perfect crystals. It also acts to suppress 
particle growth that might otherwise occur by aggregation. Gels are easily deformed 
and so exert little force on the growing crystal [34]. 

Gelatine is used extensively in the photographic process for the immobilisation of 
silver and silver halide micro crystals. The most commonly used photographic 
emulsion comprises a gelatine matrix with microcrystals of silver halides distributed 
throughout. While gelatine is the most common matrix, albumen, casein, agar-agar,
cellulose derivatives, and synthetic polymers have all been used as gel matrices. The 
silver halide crystals vary in size from 0.05µm to 1.7µm depending on the film type. 
Exposure of the film to light forms a "latent image" (a small critical nucleus of silver 
metal) that will catalyse the reduction (and growth of a silver crystal) of that particular 
grain when the film is developed. The development process is the chemical reduction 
of the silver halide grains and the growth, in its place, of a microcrystal of silver metal. 
The matrix serves to keep these microcrystals separate and prevent their aggregation 
that would result in loss of image resolution. 
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3.4. COMPOSITE MATERIALS 

Proteins that have been isolated from biominerals exhibit a number of the properties 
mentioned in the preceding sections such as oriented nucleation, and confined reaction 
environments. The production of biocomposite ceramics is a low temperature route to 
strong, lightweight materials that has not yet been fully exploited. In bone, 
hydroxyapatite crystals are found in spaces within the collagen fibril. Purified collagen 
serves as a matrix for calcium phosphate growth in attempts to study that process and to 
create synthetic bone-like material. Matrix proteins isolated from bivalves have been 
shown to mediate nucleation and growth of calcium carbonate [35-38]. These materials 
are composites of microscopic crystals held together by a protein "glue" and have the 
advantages of both the hardness of the inorganic material, and the flexibility of the 
organic matrix. Composite materials such as these often have high fracture toughness 
thought to arise from interruption, by the protein, of the cleavage planes in the 
inorganic crystals. For example, the calcite crystal cleaves easily along the (104) 
planes, In the sea urchin skeleton the crystal fractures conchoidaly (like glass) and not 
cleanly along the (104) planes of calcite. It is suggested that this is due to the protein 
that is occluded within the crystal, preventing the cleavage along the (104) plane and 
thereby increasing the strength of the inorganic phase. These proteins have been 
isolated and shown to produce the same conchoidal fracture in synthetic calcite crystals 
grown in its presence. These materials are the inspiration for a new generation of 
materials incorporating both natural and synthetic polymers. 

Figure 5. Schematic representation of organised surfactant assemblies. Reprinted by 
permission from Chem.Rev. [15O] copyright 1987ACS Publications. 
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3.5. ORGANIZED SURFACTANT ASSEMBLIES 

Although surfactant assemblies are not ‘biological’ in the general sense of the word, 
they often give a good opportunity to mimic biomineralisation processes. These 
assemblies are schematically represented in Figure 5. With respect to the methods of
their application in the synthesis of inorganic materials they may be separated into two 
groups on the basis of their geometry. Micelles, microemulsions and vesicles form one
class of the assemblies, whose specific feature is maintenance of a confined 
environment for the crystal growth. Layered structures are the other class of assemblies, 
for which the periodicity of layered arrays is essential. 

The phase behaviour of surfactant – water mixture depends on the water-to-
surfactant ratio w. Another important parameter – cmc (critical micelle concentration) 
represents the constraint surfactant concentration for the formation of micelles. 

3.5.1. Confined surfactant assemblies 

3.5.1.1. Reverse micelles (water-in-oil microemulsions) 
General principles for the synthesis of inorganic materials in these environments 
involve dissolution of reactants in the aqueous phase and the subsequent reactions, 
which occur due to micelle collisions, accompanied by the exchange of their aqueous
phases.

Figure 6. The dependence ofparticle size on water-to-surfactant ratio. CdS (triangles),
PbS [squares), CdyZn1-yS [circles), CdyMn1,yS (+), ZnS (X), Ag [octagons). Reprinted by
permission from Langmuir [151] copyright 1997 ACS Publications. 
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First reports on the application of reverse micelles for the synthesis of inorganic 
nanoparticles were devoted to the synthesis of precious metals. In the study of 
Boutonnet et al [39] metal cations dissolved in water pools of water/CTAB/octanol or 
water/ pentaethylene glycol dodecyl ether/hexane micellar solution, were reduced by 
hydrazine. The formed particles (Pt, Pd, Rh and Ir) were reported to have a narrow size 
distribution (standard deviation 10%) being in the size range 30 – 50 Å The formation 
of gold particles in water-in-oil microemulsions was first reported by Kurihara et a1
[40] who studied the reaction of HAuCl4 reduction by laser photolysis and pulse
radiolysis. Again, higher uniformity of Au particles obtained in micellar solution
comparing to those obtained in homogeneous solution was reported. 

Studies of particle formation in reverse micelles were initially oriented for the 
synthesis of highly dispersed catalysts, and in a similar vein was the work of Meyer et
a1 [41] describing synthesis of cadmium sulphide nanoparticles. AOT micelles
containing Cd2+ were prepared in isooctane and then exposed to H2S. The possibility to 
use formed CdS as a photosensitiser was demonstrated. In the study by Lianos and 
Thomas [42] CdS was obtained by mixing micellar (heptane/AOT/water) solutions of 
cadmium perchlorate and sodium sulphide. The increase of particle size with water-to-
surfactant ratio w was reported. This dependence was shown to occur only at w < 15, 
with the particle size being almost constant at higher w values [43] (Figure 6).
Maximum particle size was reported to be twice that of CdS particles prepared with a
two-fold excess of S2-, than for those prepared in a two-fold excess of Cd 2+ .

Figure 7, Changes in absorbance spectrum during CdSe crystal growth in reverse
micelles. Reprinted by permission from J. Am.Chem.Soc. [44] Copyright 1988 ACS 
PubIications.
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In the paper of Steigenvald et a1 [44] the formation of CdSe in heptane/AOT/water 
micelles was reported. The synthesis was performed by the fast addition of 
bis(trimethylsily1)selenium to the micellar solution of Cd2+ . Particle growth was
monitored by changes in light absorption spectrum, which exhibited characteristic onset 
shifting to longer wavelengths on subsequent additions of the selenium derivative 
(Figure 7). Also, the possibility to change the properties of the particle surface to
strongly hydrophobic was demonstrated using phenyl-bis(trimethylsi1yl)selenium
reacting with excess Cd2+ atoms on the surface of CdSe. Although precipitate was
formed, it could be subsequently redissolved in non-polar solvents yielding CdSe
colloid. Later, the authors demonstrated the use of water-in-oil microemulsions for the 
synthesis of CdSe/ZnS core-shell structures [45]. Difference in bond length for these 
compounds is 13 %, and the crystal lattices were found not to match each other. The
important result of this study was the synthesis of 35 – 40 Å CdSe particles, covered 
with 4 Å thick ZnS layer. Deposited ZnS ‘fills’ deep surface trap states of CdSe,
providing strong and stable luminescence of the composite particles. 

In the work of Towey et a1 [46] changes in absorption spectrum during CdS particle 
growth under a variety of experimental conditions were monitored using stopped-flow
technique, and the attempt to analyse growth kinetics quantitatively was presented. The 
authors concluded that inter-droplet exchange of solubilised reactants was the rate-
determining step. 

Petit et a1 [47] proposed to use metal-substituted surfactants, such as cadmium-
lauryl sulphate or cadmium-AOT for the synthesis of CdS, as the source of the metal 
cation. Later, the same approach was employed by the authors for the synthesis of Cu 
[48] and Ag [49] metal particles. Copper metal particles were obtained by reduction of 
Cu(AOT)2 in water/isooctane with either hydrazine (added by injection) or borohydride 
(introduced in the form of water/AOT/isooctane micellar solution). The properties of 
the particles formed in the reaction were found to depend greatly on the nature of the 
reducing agent. While in the reaction with hydrazine small (20 - 100 Å) metal particles 
were formed, whose size, as usual, increased with w value, the reaction with 
borohydride yielded large (up to 28 nm) particles exhibiting anomalous dependence on 
w. It was found that the increase of w in the case of borohydride led to a progressive 
formation of copper oxide instead of Cu metal. Above w = 8 pure CuO was reported to 
appear even in the absence of oxygen. 

The synthesis of silver metal particles was demonstrated using the same general 
approach. Although the average particle size was clearly dependent on w (from 30 Å
(w = 5) to 70 Å, (w = 15)) the size distribution was rather broad (s= 30 - 40 %).

Chang et a1 [50] demonstrated synthesis of silica particles by the hydrolysis of 
tetraethoxysilane in water-in-oil microemulsions in the presence of ammonium 
hydroxide and hexanol, acting as co-surfactant. SiO2 had a spherical structure. The size
of the formed spheres could be controlled by the reaction conditions in the range 40 -
300 nm with standard deviation of 5%. Also, the possibility to synthesise mixed SiO2-
CdS spheres was demonstrated, with CdS being incorporated in different ways as core, 
shell, or intermediate sphere, or small (24 Å size) inclusions (volume or surface) 
(Figure 8), or surface patches. 
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Figure 8. Silica spheres containing homogeneously distributed CdS inclusions, formed in
water-in-oil microemulsions. Reprinted by permission fromJ.Am.Chem.Soc. [50] 
Copyright 1994 ACS Publications. 

General strategies described above have been successfully employed for the synthesis
of other semiconductors (PbS and CuS [51], TiO2 [52], Se [53]) as well as magnetic
materials (Fe3O4 [54], barium ferrite [55], iron ferrite [56], cobalt metal [57]) and other
solids (zincophosphate [58], BaSO4 [59]).

Figure 9. Mechanism for the formation of elongated BaSO4 crystal. Reprinted by
permission from Chem. Mater. [59] Copyright 1997 ACS Publications. 
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The microemulsion method for the inorganic synthesis was shown to allow, in some 
cases, control of the shape of the inorganic particles. It was demonstrated that the shape 
of copper metal particles formed in isooctane/AOT/water micelles depends on w value
[60]. Both at w < 5.5 and at w > 34 nearly all particles are spherical, however,
elongated particles are formed at the intermediate values of w. Within this region there 
is a further dependence of the particle shape on w. For example, at w = 12 highly
elongated cylinders are formed, and at w = 18 particles of different shapes and sizes
appear. The authors explain these data by changes in micellar solution phase with the 
variation of w.

In the study of Hopwood and Mann [59] on the synthesis of BaSO4 using
isooctane/AOT/water reverse micelles the variation of w value led to even more drastic 
changes in the shape of the formed crystals. While at w = 5 particles of amorphous 
BaSO4 were formed, micellar systems with w > 10 led to the formation of highly
elongated filaments, with lengths up to 100 µm and aspect ratios of 1000. Formation of
the filaments was not observed when AOT had been changed to another surfactant. The
authors proposed a mechanism for the filaments formation, which involved the 
anisotropic binding of the surfactant to BaSO4. Since the crystal growth occurs only on
the unbound crystal surface, the crystal progressively elongates. (Figure 9). 

Recently, the possibility for a self-assembly of nanoparticles formed in reverse
micelles was reported [61]. Nanocrystals of barium chromate synthesised in AOT 
reverse micelles were shown to form periodic arrays due to the interdigitation of
surfactant monolayers (Figure 10). By variation of reactant molar ratio it was possible 
to change the shape of formed BaCrO4 nanoparticles, which, simultaneously, lead to
different structures of assembled aggregates.

Figure 10. Rectangular supperlattice of BaCrO4 nanoparticles prepared in AOT
microemulsions (w = 10) from equimolar amounts of Ba 2+ and CrO 42-. Scale bar = 50 
nm. Reprinted by permission from Nature [61]. Copyright 1999 Macmillan Mgazines Ltd. 
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3.5.1.2. Oil-in-water micelles 
Some surfactants, e. g. sodium dodecyl sulphate (Na(DS)), when dissolved in aqueous 
solution at concentrations above critical micelle concentration (cmc) form aggregates 
called normal micelles. In aqueous solutions of functionalised surfactants (with 
counter-ion replaced by the metal ion participating in the synthesis) the formation of 
magnetic CoFe2O4 [62], and Cu metal [63] particles was demonstrated.
Cobalt ferrite was formed by the oxidation of the mixed Co(DS)2 and Fe(DS)2 solution
by methylamine. The formed particles were 2 – 5 nm in size, dependent on the initial
concentrations of the reactants. Standard deviation in size distribution was 23 – 37%. 

Colloidal copper particles were prepared by the reduction of Cu(DS)2 by sodium
borohydride. As expected, discrete particles were formed only above the cmc of the 
surfactant. Below the cmc point, particles formed an interconnected network of either 
oxide or pure metallic copper aggregates. 

Recent paper by Lim et al [64] reports the synthesis of hydroxyapatite nanoparticles 
in oil-in-water emulsion using petroleum ether, non-ionic surfactant KB6ZA, and 
aqueous solution of CaCl2. Formation of hydroxyapatite occurred on the addition of 
ammonium phosphate. The resulting particles were more crystalline than those formed 
in aqueous solution and in a micellar system containing KB6ZA. 

3.5.1.3. Vesicles 
Similarly to reverse micelles, vesicles provide a confined environment for particle 
growth. However, there are a number of distinctions in particle growth. While in the 
case of reverse micelles one crystal is formed per one assembly, vesicles permit the 
growth of several crystals bound to either sides of the vesicle bilayer. 

First demonstrations [65, 66] showed the occurrence of 100 nm particles of silver 
oxide formed by precipitation of Ag + in phospholipid vesicles at basic pH. Other 
studies explored the application of single-compartment vesicles as stabilising matrix for 
CdS-based photocatalysts [67]. Different strategies for CdS synthesis allowed the 
formation of the crystals on desired size of the phospholipid bilayer [68]. These 
involved formation of vesicles by sonication in the presence of cadmium salt, and 
removal of Cd 

2+ ions by passing the sample through cation exchange column. 
Depending on the preparation procedure, CdS particles ranging from 16 to 26 8, 
average size, with different size distribution were reported to appear. Unfortunately, the 
particles were characterised only in an indirect way, on the basis of their absorption 
spectra.

An attempt to obtain vesicle-bound CdS particles of predictable sizes with narrower 
size distribution was made by Korgel and Monbouquette [69]. In this study a novel 
method was applied for the preparation of Cd 2+ -bound vesicles. Instead of sonication, 
the authors used detergent dialysis, followed by drying, redissolution in aqueous CdCl2,
and subsequent dialysis to remove both the detergent and the excess Cd 2+ . This
preparation led to a more uniform vesicular solution. The average size of formed CdS 
crystallites could be predicted with the precision up to 2.5 Å, while std. deviation in 
size distribution was typically less than 10%. 
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Other inorganic particles synthesised in phospholipid vesicles include selenides [70], 
mixed semiconductors [71], Al2O3 [72] and AI2O3 nano-composites with other metal
oxides/hydroxides [73], Au and Co metals [74], as well as magnetic iron oxides [75]. 

3.5.2. Layered surfactant assemblies

3.5.2. I. Surfactant monolayers and Langmuir-Blodgett films 
Surfactant molecules, spread on a water surface, align themselves such that the ionic 
(or polar) part of the molecule interacts with the water while the hydrocarbon tail is 
oriented away from the surface. Compressing these molecules together at the air-water
interface forms an ordered two-dimensional monolayer of the surfactants. These 
compressed arrays can be transferred, layer-by-layer, onto solid substrates. The 
resulting films are called Langmuir-Blodgett (LB) films. It must be noted that LB films 
can be formed not only from surfactants, the same technique may be used to create 
arrays of fullerenes, polystyrene microspheres and other macromolecules and 
supramolecular assemblies. 

Compressed surfactant monolayers above an aqueous sub-phase, supersaturated 
with respect to an inorganic solid, have been shown to induce oriented crystal 
nucleation. It has been demonstrated for a variety of different systems that the 
adsorption of an amphiphile with the appropriate head group at the air-water interface 
can induce an oriented nucleation event from supersaturated solutions. Examples of 
inorganic materials, for which such a molecular templating may be achieved include 
three different phases of calcium carbonate [76, 77], barium sulphate [78, 79] and 
calcium sulphate [SO]. In these systems there is a high correspondence between the 
packing of the monolayer and the lattice of the nucleated crystal (geometric factor). 
Ions adopt unique stereochemical conformations in the crystal lattice that can be 
mimicked by the monolayer headgroups (stereochemical factor). The headgroup charge 
results in an accumulation of ions at the interface (electrostatic factor). These three 
factors are important for oriented nucleation although a degree of mismatch is tolerable. 

For example, to synthesise calcium carbonate under surfactant monolayer, 
monolayer film of amphiphile was spread onto supersaturated calcium bicarbonate 
solution, and then compressed to an appropriate surface pressure. Crystallisation of 
CaCO3 proceeded slowly, accompanied by CO2 evolution. Depending on the
experimental conditions (such as the amphiphile used and the concentration of calcium) 
one or two of three CaCO3 phases (calcite, aragonite or vaterite) was formed. The
appearance of a certain CaCO3 phase were first explained by the lattice match between
the amphiphile headgroups and inorganic substrate, however, other effects such as the
promotional role of water molecules in the nucleation of a specific phase can not be 
neglected. The concept of direct epitaxial growth of inorganic crystals on organic 
templates was re-examined in the study of Xu et. al. [81]. The formation of crystalline
CaCO3 under amphiphilic porphyrin templates was shown to proceed through an
intermediate amorphous phase. The amorphous CaCO3 undergoes phase transformation
into the crystalline material with the orientation controlled by the porphyrin template. 
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Another group of synthetic crystals formed in surfactant layered assemblies is 
semiconductor and metal nanoparticles. In earlier works on this subject [82, 83] 
particles of cadmium sulphide of a few nanometer size were formed in surfactant 
monolayers on liquid-gas interface and then transferred to solid substrates. On the 
prolonged exposure to hydrogen sulphide disk-shaped particles (20-30 Å thick, 75-100
Å diameter) of CdS were formed. Similar method was employed to synthesise other 
metal chalcogenides particles in size quantatisation regime [84, 85]. In all cases 
monoparticulate two-dimensional films were obtained. For several systems, epitaxial
matching between growing crystal and the surfactant template was demonstrated. This 
has been achieved for CdS [86], PbS [87] and PbSe [88] grown under arachidic acid 
monolayers. Transmission electron microscopy of the PbS - arachidic acid film shows
very regular triangular crystals (Figure 11). The authors explain these results by a very 
close matching between Pb-Pb distance in the PbS {111} plane (4.20 Å) and d{100}
spacing in the arachidic acid monolayer (4.16 Å). Doping of the monolayer with 
another surfactant (octadecylamine) was shown to affect PbS morphology enormously 
[89].

Figure 11. Transmission electron micrographs of PbS crystals grown under arachidic
acid monolayers. Scale bar = 50 nm. Reprinted by permission from J. Phys. Chem. [87] 
Copyright I992 ACS Publications. 

Surfactant monolayers were shown to organise pre-formed nanoparticles into ordered 
arrays. Dispersion of colloid suspensions of particles on aqueous sub-phase in a 
Langmuir film balance produced monoparticulate films of TiO2 [90], Fe3O4 [91] and
precious metals [92]. 

Multilayered, i.e. three-dimensional template of amphiphile molecules may be used
for the growth of inorganic nanoparticles in a 3-D array. For example, multilayers of 
cadmium alkanoates can nucleate cadmium sulphide nanocrystals on the exposure to 
H2S [93]. The distance between particles can be adjusted by selecting the alcanoic acid
with the appropriate chain length. However, the backscattering experiments conducted 
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on such systems have shown that the semiconductor particles are not really organised 
into an array, being randomly distributed through the film [94]. 

3.5.2.2. Self-assembled films 
Another approach to the synthesis of organised layered systems is the construction of 
self-assembled monolayers (SAMs). This synthetic strategy involves the use of strong 
chemical interactions between adsorbed molecules and clean substrates to obtain well-
ordered thin structures on the substrate surfaces. 

Keller and co-authors [95] used silicon and gold substrates modified with tetra-n-
butylammonium (TBA) to deposit one monolayer of zirconium phosphanate (the 
possibility to use other compounds such as Ti2NbO7 and K2Nb6O 17

2- was also
demonstrated). Then, TBA adsorbed on the outer surface of the inorganic monolayer, 
was exchanged with added polycation. For this purpose a synthetic polymer 
(poly(allylamine) hydrochloride) as well as a protein (cytochrome c ) was used. Then,
the next layer of the inorganic substance was deposited. By the alternating deposition 
of the polymer and the inorganics a sandwich-like heterostructure consisting of up to 
16 layers was created (Figure 12). 

Similar approach was demonstrated in the work of Kotov et al. [96]. Semiconductor 
nanoparticles (CdS, PbS, TiO2) prepared in the presence of a stabiliser were deposited
onto solid substrate modified with polycations. The subsequent alternating immersions 
of the substrate in the solution of the polycation and the colloidal suspension of 
semiconductor particles produced a multilayered structure with the semiconductor 
particles ordered within each layer. 

Figure 12. Method for the preparation of multilayered zirconium phosphanate. Reprinted 
by permission from J. Am. Chem. Soc. [95] Copyright 1994 ACS Publicatons. 
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3.6. SYNTHESIS OF MESOPOROUS MATERIALS 

In the early 1990’s, ordered surfactant assemblies were shown to be able to direct the
assembly of periodic silica structures with mesoporous order. This has resulted in an 
explosion of mesoporous materials synthesis. Interestingly there have been attempts to 
direct the hierarchical assemblies into complex forms that approach the complexity 
often seen in biological mineralization. The pore sizes accessible through this micellar 
and liquid crystal templating are on the order of 2-10nm but through the use of block 
co-polymers and colloidal latex beads as templates, pores sizes up to micron 
dimensions have been realised. In addition, the range of materials that can be utilised in 
this fabrication approach now includes metal oxides, metal phosphates, and metal 
sulphides as well as metals [97]. The approach to mesoporous materials formation has 
been largely empirical although models for the formation of complex morphologies are 
emerging.

3.6.1. Liquid crystal templating mechanism 

A family of mesoporous silicate/aluminosilicate materials designated as M4 1 S were 
first reported in 1992 [98, 99]. These inorganic materials were made in the presence of
cationic surfactants (e.g. hexadecyltrimethylammonium bromide), which were 
subsequently removed by calcination, and showed a remarkable similarity to the 
structure of the lyotropic liquid crystal phases of the surfactants themselves. The 
authors proposed a “liquid crystal templating mechanism” whereby the structure of the 
organic phase was reproduced as a mineral replica in the templated inorganic phase. 
The length of the alkyl chain in the surfactant (Figure 13) directly controlled the pore 
size of these aluminosilicate materials. Two mechanistic pathways were proposed 
whereby either a) the silicate precursor occupied the regions between the pre-formed
cylinders of the lyotropic LC phase and directly coated the micellar rods or b) that the 
aluminosilicate species mediate the ordering of the surfactants into the hexagonal LC 
phase. However, since the original work (and much subsequent work) was performed at 
surfactant concentrations well below the critical micelle concentration (CMC) for 
formation of the LC phase it seems more likely that the second, cooperative assembly 
mechanism, is the more prevalent. This work has lead to an explosion of research 
aimed at developing the paradigm of using the liquid phase behaviour of amphiphilic 
molecules for the synthesis of novel porous materials which can be synthesised under 
extremely mild conditions. The generalised synthesis of these surfactant derived 
mesoporous materials requires a silicate source, which is usually derived from silicic 
acid (Si(OH)4) or the acid hydrolysis of an organosiloxane (e.g. tetraethyorthosilicate,
TEOS) and an amphiphilic surfactant which could be an alkyltrimethylammonium or 
could include polymers and block copolymers. 

The exact nature of the templating mechanism is still debated and includes a 
number of models. It has been suggested that isolated micellar rods in solution are 
initially coated with silicate and that these isolated (isotropic) rods assemble into the 
final hexagonal mesophase. Ageing and heating further promotes the silicate 
condensation which serves to lock the hexagonal mesostructure [100] in place. The 
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formation of hexagonal mesostructures from solution appears to occur with some 
heterogeneity as evidenced by formation of silicified micellar rods prior to the 
precipitation of the mesostructured material. Using low temperature TEM and small 
angle X-ray scattering, investigators have visualised isolated silicate covered micellar 
rods. Thus, it seemed that rod-like micelles are formed prior to bulk precipitation and 
silicate species have been proposed to deposit on individual rods which form the 
nucleation site for the eventual formation of the bulk mesostructure [ 101]. 

Alternatively, it has also been suggested that surfactants assemble directly into a 
hexagonal LC phase upon addition of silicate species. Silicates are thought to initially 
organise into layers that pucker and collapse around the rods to form the eventual 
mesostructure [ 102]. A mechanistic model which invokes a charge density matching 
[103, 104] suggests that the hexagonal mesostructures are derived from an initially 
formed lamellar phase. The layered lamellar phase (seen by XRD) is formed by 
complementary electrostatic interactions between anionic silicates and surfactant 
headgroups. Curvature associated with the transformation from layered to hexagonal 
phase in the mesostructure arises from reduction of charge density in the silica 
framework, upon condensation of silicates [103, 104]. 

Under unique conditions where condensation of silicate was prevented (high pH 
and low temp) a cooperative self-assembly of silicates and surfactants has been shown 
to occur. Micellar to-hexagonal phase transformation occurred in the presence of 
silicate anions [ 105]. 

Templating of mesoporous materials through hydrogen bonding interactions of 
alkylamine headgroup and TEOS results in so-called “worm-hole” structures [ 106, 107] 
which lack some of the long range ordering of pores present in the M41S family. The 
silicate framework in these structures is neutral and so the surfactants could be removed 
by extraction rather than high temperature calcination. This method has also been 
shown to be effective in forming porous lamellar structures through the use of double-
headed alkyldiamines [108]. In addition, a more ordered arrangement of pores could be 
achieved by templating silicate formation with non-ionic surfactants such as those with 
polyethylene oxide headgroups attached to alkyl tails. These materials still lack the 
perfect hexagonal packing but exhibits ordered pores which can be adjusted in size by 
varying the length of the poly(ethy1ene oxide) headgroup as well as that of the tail 
[ 109]. Recently, mesostructured materials with ultra-large pores have been reported 
through microemulsion templates using non-ionic surfactants based on poly(ethy1ene 
oxide) [ 1 10]. 

Synthetic conditions such as surfactant: silica ratios have been shown to have a 
profound effect on the form of the mesophase material produced. Thus, at low 
surfactant: Si ratios the hexagonal phase is favoured whereas at slightly higher ratios 
the bi-continuous cubic phase is formed while at still higher ratios a lamellar phase is 
found to form. Stabilisation of intermediate mesoporous phases SBA-8 which 
transform into the hexagonal MCM-4 1 upon hydrothermal treatment has been achieved 
by using bolaform surfactants containing a rigid unit in the hydrophobic chain. The 
resultant materials are 2-D pore structures for which there is no reported matching 
lyotropic liquid crystal phase analog. 
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Figure 13. Transmission electron micrographs (a5 b and d) and scanning electron
micrograph (e) of MCM-41. Reprinted by permission from J. Am. Chem. SOC. [99]
Copyright 1992 ACS Publications. 

Figure 14. Mechanistic pathways for the formation of MCM-41: (1) liquid crystal phase
initiated and (2) silicate anion initiated. Reprinted by permission from J. Am. Chem. Soc. 
[99] Copyright 1992 ACS Publications.. 

A recent extension of this approach to include complex ternary and quaternary 
microemulsion mixtures greatly enhances the control over the phase structure and pore 
size [111] using the direct liquid crystal templating using polyether surfactants and 
alcohol co-surfactant systems to synthesise monolithic mesoporous structures. Through 
the use of block co-polymers and colloidal latex beads as templates, mesoporous 
materials with pore sizes up to micron dimensions have been realised. By mimicking 
the silicatein-a protein found in the silica spicules of a sponge a synthetic block co-
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polypeptide of cysteine-lysine show self assembly into structured aggregates which 
hydrolyse tetraethoxysilane and direct the formation of ordered silica morphologies. 
Different structures (from hard spheres to columns) can be realised through control of 
the redox state of the cysteine sulfhydral groups [ 112]. 

Mesoporous materials based on transition metal oxide used titanium alkoxides with 
chelating agents such as acetylacetone in the presence of surfactants to produce stable
hexagonal packed pores [113-115]. Recently, ordered large pore mesostructures of 
TiO2 ZrO2 Nb2O5 Ta2O5 A12O3 SnO2 SiO2 WO3 HfO2 ZrTiO4 have been synthesised
using amphiphilic block copolymers of poly(alkeneoxide) as structure directing agents 
and inorganic salts as precursors. This is suggested to be a block copolymer self-
assembly coupled with alkene oxide complexation of the inorganic metal species [116,
117]. Porous SiO2 N2O5 TiO2 with three dimensional structures patterned over multiple 
length scales (10nm to several micrometers) – using polystyrene spheres, amphiphilic
triblock copolymers and the cooperative assembly of inorganic sol-gel species [ 116]. 

A description of the inorganic-surfactant interactions in the liquid crystal templating 
was proposed [ 113] based on the type of electrostatic interaction between surfactant 
and precursor. The generalised interaction could range from purely electrostatic to 
covalent interactions which can sometimes be mediated by counterions (Figure 14). 
The role of the organic phase in these reactions is thus to provide a molecular template 
for silica (or metal ion) hydrolysis and stabilisation of early intermediates in the 
hydrolysis reactions. In addition the organic templates provide intermediate and long 
range ordering which provide a communication between individual nucleation sites to 
form the extended silicate (or metal oxide) polymer spatially arranged into the observed 
mesoscopic (or macroscopic) structure and associated characteristics. 

3.6.2. Synthesis of biomimetic materials with complex architecture 

Biomimetic approach to material synthesis can be also understood as the chemical 
synthesis of materials with morphologies similar to biominerals. From the point of view 
of material chemists, the most striking feature of natural biominerals is their complex 
architecture, ordered over multiple length scale. On the other hand, the method of 
Iiquid crystal templating has been proved to be versatile for the creation of materials 
with complex shape (in the paper of Yang et al. [118] synthesis of various 
microstructures made of mesoporous silica is described). It is of interest therefore to 
employ liquid crystal templating for the creation of materials resembling biominerals in 
their complex structure. 

A successful demonstration of such synthesis is the preparation of 
aluminophosphates resembling microskeletons produced by the single cell marine 
organisms such as diatoms and radiolarians [119, 120]. In this preparation 
dodecylammonium hydrogen phosphate template was employed, which formed a 
smectic liquid crystal. Its dissolution in tetraethyleneglycol resulted in a microemulsion 
containing water droplets coated with a layer of the phosphate liquid crystal. Lamellar 
aluminophosphate was formed in the subsequent reaction of H2PO4 with aluminum
precursor dissolved in tetraethyleneglycol. The texture of the mesophase was 
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"fossilised" as a lamellar aluminophosphate. The appearing micron-sized surface 
pattern is very similar to the natural siliceous microskeletons (Figure 15). 

Figure 15. Synthetic aluminosilicates resembling biominerals. Reprinted by permission
from Adv. Mater. [I20] Copyright 1995 Wiley-VCH Verlag. 

3.7. SYNTHESIS OF INORGANIC MATERIALS USING POLYNUCLEOTIDES 

3.7.1. Synthesis not involving specific nucleotide-nucleotide interactions 

In 1991 Coffer and Chandler [ 121] demonstrated that polynucleotides might be used to 
stabilise aqueous colloids of cadmium sulphide nanoparticles. Principle of the CdS 
synthesis was similar to that used for the synthesis of semiconductor nanoparticles in 
the presence of conventional stabilising agents such as polymers. To synthesise CdS 
particles, DNA was first mixed with a solution of a cadmium salt, then an equimolar 
amount of sodium sulphide was added. Further study [ 122] showed that the nucleotide 
content of DNA had a significant effect on the size of formed cadmium sulphide. In the 
presence of polyadenylic acid or adenine-rich nucleotides, the average size of formed 
CdS was 38 Å while the use of other homopolymers resulted in the appearance of 
larger particles. 

Subsequently [ 123], the authors used a 3455-basepair circular plasmid DNA 
attached to a solid substrate as a template for CdS synthesis. The rigid structure of the 
immobilised DNA gave a possibility to obtain an organised assembly of cadmium 
sulphide nanoparticles. Cadmium sulphide was synthesised by first adding a cadmium 
salt to the solution of DNA, which then was anchored to a suitably modified glass 
substrate. Reaction with sulphide resulted in the formation of CdS particles. TEM 
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analysis confirmed that formed nanocrystals were organised in a ring, 1.2 µm 
circumference, which exactly matched the initial plasmid DNA shape. 

In a somewhat different way, the capability of DNA molecules to bind metal cations 
which could then be used as a basis for the subsequent material synthesis was employed 
in the work of Braun et al [124]. In this study a linear strand of DNA connecting two 
gold microelectrodes 12-16 µm apart, was used as a template for the synthesis of a 
silver nanowire. To provide an anchor for the DNA molecule, a 12-base nucleotide 
sequence, derivatised with disulfide groups at their 3’ end were attached to each gold 
electrode through S – Au interactions. In this way each of the electrodes was marked by 
different oligonucleotide sequence. Then, the DNA molecule, modified with 
oligonucleotides complementary to those attached to the gold electrodes, was 
introduced to make a bridge. DNA molecule was fluorescently labelled, so the
connection could be observed by means of fluorescence microscopy. The synthesis of 
silver metal involved multiple steps. In the first step silver ions were introduced, to load
DNA by means of Na+/Ag+ exchange. Adsorbed silver cations were then reduced to
yield small silver metal particles by basic hydroquinione solution. To obtain a
continuous wire the silver ‘image’ was ‘developed’ in the presence of silver salt and 
acidic solution ofhydroquinone under low light conditions (Figure 16).

Figure 16. Method for construction of a silver nanowire that connects two gold
electrodes. Reprinted by permission from Nature [124] Copyright 1998 Macmillan 
Magazines Ltd. 
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Current – voltage curves of the resulting wire were quite surprising, and two interesting 
features were revealed. First, at low voltage zero current, and, consequently, an 
extremely high resistance was observed. However, at a higher bias the wire showed 
usual ohmic behaviour. The value of threshold bias was found to depend on the amount 
of silver metal deposited on DNA. Second, electric current was dependent on the 
direction of the voltage scan. Possible explanations for these phenomena are based on 
the concept that the metal wire is not really continuous, but contains a number of silver 
grains that can require simultaneous charging to provide the wire conductivity. These 
effects may also appear as a result of chemical processes on grain boundaries. 

A different kind of interaction was employed by Cassell et al [ 125] for the synthesis 
of DNA – fullerene composites. C 60 fullerenes modified with N,N-
dimethylpyrrolidinium iodide reacted with DNA through the interaction with phosphate 
groups. The resulting composite was observed by TEM without any additional staining, 
Fullerene-DNA complexes tended to agglomerate, but this could be prevented by the 
addition of anionic or zwitterionic surfactants. 

It must be noted that although all the above works describe the use of nucleotide 
chains as templates for the material synthesis, the synthetic procedures does not employ 
specific nucleotide-nucleotide interactions to form inorganic materials. The synthesis is 
based on the interactions between specific nucleotide groups and the metal cation (or 
pyrrole ring). In principle, similar results could be achieved using other polymer 
molecules containing appropriate active groups. However, DNA has shown to be a 
suitable template for the crystal growth, and recent progress in alteration of the DNA 
geometry [126, 127] opens new perspectives for the material synthesis involving the 
use of nucleotide chains with tuneable and complex architectures. 

3.7.2. Synthesis involving nucleotide-nucleotide interactions 

The first studies describing the use of specific nucleotide interactions for the creation of 
ordered structures were devoted to the organisation of gold nanoparticles modified with 
oligonucleotide ligands through thiol bridges. 

Alivisatos et al [128] demonstrated the procedure for the organisation of gold 
particles into dimers and trimers. In this study, gold particles were first modified with 
18-base nucleotide chains. They reacted with a single-stranded DNA molecule that 
contained two or three sequences complementary to the oligonucleotides attached to Au 
particles. The reaction with 37-base DNA template yielded particle dimers. Depending 
on the orientation of the complementary sequences one against the other inside the 
DNA strain, either “parallel” or “anti-parallel” dimers may be formed. The formation of 
“parallel” trimers in reaction of the oligonucleotide-modified gold nanoparticles with 
the 56-base DNA template was also reported. 

In later work by Loweth et al [ 129] this synthetic strategy was developed further to 
obtain various relative spatial arrangements of gold nanoparticles (5 and 10 nm size) 
heterodimers and heterotrimers (Figure 17). TEM analysis of these assemblies showed 
that they are not rigid, even in the case where the DNA does not have single-stranded
pieces (“nicks”) in it. 
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Figure 17. Organisation of gold nanoparticles into dimers and trimers using
oligonucleotides. Reprinted by permission from Angew. Chem. Int. Ed [I29] Copyright 
1999 Viley-VCH Verlag. 

Another approach was employed in the work of Mirkin et al [130]. In this study, 13 nm 
Au particles were modified with 8-base oligonucleotides of two kinds, which were not 
complementary. Addition of single-stranded DNA, containing two 8-base sequences, 
each complementary to either of the oligonucleotides attached to the gold particles, 
resulted in precipitation of the colloid. TEM analysis revealed the occurrence of a well-
ordered network of the gold particles separated uniformly by 60 Å The Au particles 
were linked together with DNA duplexes (Figure 18). To confirm this, the aggregate 
was heated to the temperature of the DNA duplex denaturation. As expected, at the 
elevated temperature DNA duplex dissociated into single-stranded oligonucleotides 
yielding the initial reactants. 

The particle self-assembly was accompanied by a decrease of the Au surface 
plasmon band and its shifting to a longer wavelength, changing the initial red colour of 
the colloid to blue. This feature of the assembly reaction may be used for the 
colorimetric determination of DNA nucleotide sequence [131]. Using gold 
nanoparticles with attached appropriate oligonucleotide sequences it is possible to 
determine whether a DNA strand is exactly complementary to these sequences or not 
through the colour changes of the gold colloid. 

Later, the strategy developed for the nanoparticles assembly was employed for the 
assembly of structures containing gold particles of two different sizes [132]. Using 
nucleotide-modified gold particles (8 nm and 31 nm in diameter) in an appropriate 
ratio, the assembly of structures containing larger Au particle surrounded by many 
smaller Au particles was demonstrated. 
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Figure 18. Strategy to create network of gold particles linked with DNA. Reprinted by
permission from J. Cluster Sei [135] Copyright 1997. 

Using nucleotide-nucleotide recognition for nanoparticle assemblies into ordered
structures was extended to include semiconductor particles [ 133]. Specifically, highly
luminescent CdSe – core ZnS – shell particles were used. These semiconductor 
nanoparticles were considered to be of a particular interest since they had been reported 
to possess a stable fluorescence with a relatively narrow (33 nm at half-maximum)
band originating from band-to-band transitions with a quantum yield of 0.5 at room 
temperature [ 134]. The semiconductor particles were first synthesised in 
trioctylphosphine oxide to produce particles with strongly hydrophobic surface. Then, 
the particle surface was modified with 3-mercaptopropionic acid to provide the 
solubility in water. This procedure as well as the subsequent attachment of thiol-
modified 22-base single strand DNA did not affect the fluorescence of the 
semiconductor. However, assembly of particles into ordered structure in the presence of 
complementary DNA template caused some decrease (by 26 %) of the fluorescence 
intensity. Interestingly, ordered networks of CdSe/ZnS particles linked by DNA
duplexes remained in the solution, although they could be separated by centrifugation 
at relatively low speeds compared to the single semiconductor particles modified with 
nucleotides and mercaptopropionic acid. 
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Since both Au and CdSe/ZnS particles may be organised into the DNA-linked
assemblies in a similar way, the creation of binary metal-semiconductor networks is 
possible, and has been demonstrated [ 133]. 

For reviews on the use of nucleotide chains in material synthesis see [135, 136].

3.8. BIOLOGICAL SYNTHESIS OF NOVEL MATERIALS 

In the pursuit of novel materials the yeasts Candida glabratu and Schizosaccharoyces
pombe have been induced to produce quantum sized crystallites of the semiconductor 
cadmium sulphide (CdS). The yeasts, cultured in the presence of cadmium salts,
produced crystallites (~20Å diameter), coated by short chelating peptides of the general
formula (y-Glu-Cys)n -Gly which were suggested to control the crystal nucleation and
growth as well as stabilising the particles from aggregation [137, 138]. These 
crystallites were more monodisperse than those produced by conventional chemical
means and also were shown to be an unusual polymorph of CdS. Some other 
microorganisms were found to produce CdS nanoparticles too. Bacteria Klebsiella
pneumonae were shown to synthesise CdS particles (up to 200 Å size) on the cell 
surface [139]. The formation of metal sulphide by these bacteria showed cadmium 
specificity [ 140]. Biosynthesised CdS nanoparticles could protect the cells against UV 
radiation [ 14 1] and possessed photocatalytic properties similar to CdS nanocrystals 
obtained by chemical methods [ 142]. 
Clearly, this detoxification by the organism has some similarities to the iron
sequestration by ferritin but the phytochelatin polypeptide retains significant flexibility 
to accommodate the chelation of both molecular and nano-materials.

Another interesting example of the synthesis of novel materials by living organisms 
was demonstrated in the work of Fritz et al. [143]. A highly organised composite 
material - a “flat pearl” was grown on disks of glass, mica, and MoS2 inserted between
the mantle and shell of Huliotis rufescens (red abalone). The biosynthesis of this
material proceeded through a developmental sequence closely resembling that 
occurring at the growth front of the natural shell. 

3.9. ORGANIZATION OF NANOPARTICLES INTO ORDERED STRUCTURES

Some examples of the organisation of nanocrystals into the structures ordered at a 
larger scale have been already mentioned in the previous sections. Langmuir-Blodgett
multilayers as well as liquid crystal templates are two examples of techniques used in 
the synthesis of three-dimensional nanoparticle arrays. Another well-developed
procedure for the creation of “nanocrystal superlattices” includes dispersion of highly
monodisperse spherical nanoparticles into organic solvent with subsequent solvent 
evaporation. This method was employed in the work of Murray et al. [144] for the 
synthesis of assemblies of CdSe nanoparticles of a narrow (+_ 3%) size distribution. The
formation of three-dimensional ordered structure was confirmed by TEM, HRSEM and
ED. The interparticle distance was shown to depend entirely on the capping substance 
used in the preparation of CdSe particles. Samples prepared with hexadecyl phosphate, 
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trioctylphosphine oxide and tributylphosphine oxide had interparticle distances of 17, 
1 1, and 7 Å respectively. 

Figure 19 Aggregation of biotinylated ferritin containing iron oxide particles in the
presence of streptavidin Reprinted by permission from Chem Mater [I47] Copyright
1999 ACS Publications

Certain organic molecules may be employed to form organised nanoparticle arrays
through covalent linking of the particles. This technique was demonstrated, for 
example, for the synthesis of two-dimensional arrays of 3.7 nm gold particles linked by 
an aryl di-isonitrile (1,4-di(4-isocyanophenylethynyl)-2-ethylbenzene) [145],

More biological approach to the nanoparticle assembly uses highly specific 
interactions between certain biomolecules. Besides nucleotide-nucleotide interactions, 
two other biological recognition systems were used to assemble inorganic 
nanoparticles. In the study of Shenton et al. [146] 12 nm Au and Ag nanoparticles with 
attached either IgE or IgG antibodies formed arrays in the presence of bivalent antigens 
with two appropriate functionalities. Filaments consisting of closely packed metal 
particles were observed. The other strategy uses streptavidin – biotin interaction. This is 
of particular interest because of the large association energy of the complex. In the 
presence of streptavidin the assembly of biotinylated ferritin shells with inorganic cores 
was demonstrated [147] (Figure 19). Streptavidin was also shown to promote 
aggregation of gold nanoparticles modified with a disulfide biotin analogue [ 148]. 

Most of the above-mentioned methods employ specific organic-organic
interactions. A more direct approach to nanoparticle assembly involves specific 
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interactions between the nanoparticle itself and the capping ligands. An important step 
in this direction has been made in a recent study aimed at the selection of peptides that 
may bind specifically to a certain semiconductor surface [149]. In this study phage-
display libraries, based on a combinatorial library of random peptides, containing 12 
amino acids each, were used to probe selective adsorption on specific crystallographic 
planes of GaAs, InP and Si. This strategy opens the perspectives for nanoparticle 
assembly with the peptide chains capable to recognise specific solid surfaces. 

Biomimetic materials chemistry is at a stage when scientists are able to use the 
knowledge and tools of a number of disciplines in a pursuit of novel materials. Thus 
liquid crystal chemistry, polymer chemistry, inorganic materials chemistry, nucleic acid 
chemistry, protein chemistry and molecular biology all continue to make contributions 
to this hybrid field. 
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Summary

Dendrimers have received an enormous amount of attention in the last ten years and 
several recent review articles have appeared in the literature that address their potential 
applications [1-3]. Stoddart et al [1] have stated that: “We are now approaching a time
when the study of dendriniers bec omes inextricably linked with many other fields,
leaving the comprehensive reviewer of the subject a near-impossible task to fulfil”. On 
that note, this review provides a brief introduction to the chemical principles of 
dendrimers by highlighting main synthetic strategies and methods for characterisation. 
Dendrimers containing heteroatoms will not be reviewed per se since these have 
recently been reviewed [4]. The major thrust of this review is the potential applications 
of dendrimers in such areas as boron neutron capture therapy, as contrast agents in 
magnetic resonance imaging, as vaccines, as cellular transfection agents and as 
bioconjugate dendrimers, i.e., in-vitro immunoassays for antigens. The outline used in 
this review proved to be effective in classifying most published papers about 
dendrimers, but it must be kept in mind that some articles not only transcended two
different classifications, such as synthesis and characterisation, but several 
classifications such as synthesis, characterisation and at least one potential application 
covered in this review. 

1. Synthesis

Dendrimers, a distinct class of macromolecules, are highly branched polyfunctional 
polymers. Tomalia et al [5] consider dendrimers to be one major class of 
macromolecular architecture. Dendrimers have been synthesised using the divergent or 
convergent methods or combinations thereof. In addition to being called dendrimers 
they have other trivial names such as arborols, bow-tied, ball-shaped, bolaform, 
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cascade (macro)molecules, cascade (multibranched; dendritic) polymers, cascadol, 
cauliflower polymers, crowned arborols, molecular fractals, polycules, silvanols and 
starburst dendrimers. An attempt has been made to devise a systematic nomenclature 
[6]. Synthetic strategies have been developed to vary the terminal groups, the internal 
blocks and the core. 

1.1. DIVERGENT 

The divergent method (cascade-type reaction; "inside out") has been extensively 
utilised by Tomalia et al to achieve geometric growth of dendrimers [7]. The synthesis 
involves the reaction of a central initiator core molecule with a second organic
molecule which is used as the chemical building block. The chemical building blocks 
are then reacted with a third organic molecule which could either be identical to the 
central core molecule or different. The third organic molecule has reactive groups on 
both ends. One functional group reacts with the building block while the functional 
group on the other end provides the terminal or surface group of the dendrimer. The
product from the reaction has reactive groups for the reaction of more of the initiator
core molecule to be on the periphery. The isolated product from the first reaction 
sequence is termed generation 0 (G0). The process can be iterated where the number of 
coupling reactions increases exponentially with each subsequent generation. 

Figure 1. Generalised divergent reaction sequence for the propagation of dendrimer
generations (G).

Some of the first dendrimers prepared by the divergent method involved the reaction of 
ammonia and methyl acrylate followed by extensive amidation of the resulting esters 
with large excesses of ethylenediamine. The starburst PAMAM dendrimers have been 
prepared up to G10 and are commercially available from Dendritech, Inc (Midland, 
MI). Meijer at al have synthesised poly(propyleneimine) (PPI) dendrimers having a 
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diaminobutane (DAB)-core on a large scale using the divergent method [8, 9]. They are 
available from DSM Research (Netherlands) up to generation 5 under the trade name 
AstramolTM. In addition to these, other poly(R) dendrimer families have been
synthesised [10] (R = ethers, siloxanes, thioethers, arylethers, amidoalcohol, amines, 
phosphonium, alkanes, nucleic acids, organometallics, and fluorinated carbosilanes
[11] ). 

1.2. CONVERGENT 

The convergent method ("outside in") has been pioneered by Fréchet et al [12, 13] who
heard the work of the divergent method by Tomalia at a presentation in 1987 (Frechet, 
personal communication). As the name of the synthetic methodology implies, which 
was inspired from the classical organic disconnection approach, growth begins at what 
will become the surface or terminal groups of the dendrimer termed dendrons. These 
pre-formed dendritic fragments are then attached to a central polyfunctional core 
molecule. Unlike the divergent method, the number of coupling reactions is constant 
per generation. An accelerated convergent scheme, based on double exponential 
growth, has emerged which results in the same degree of polymerisation to occur at the 
third generation as opposed to the seventh generation based on the traditional 
convergent method [14, 15]. The first dendrimers to be synthesised using the 
convergent method involved phenoxide-based, benzylic bromide displacements [ 12]. 
Great care is needed to generate the bromide dendrons in high yield and an alternative 
route utilising mesylates has recently been reported [ 16]. 

There is more control over the focal point and the surface or terminal functional 
groups with the convergent approach compared to the divergent approach. The surface 
groups do not have to be of the same functionality using the convergent method which 
allows for the synthesis of dendritic block copolymers based on the non-uniform
functionalised surfaces [ 17]. These block copolymers are described as surface-,
segment-, and layer-block. In addition, the need for large excesses of reagents required 
for the divergent method is avoided which simplifies purification. 

Above a particular dendrimer generation the structure is expected to be more or less 
spherical [18]. An attempt has been made to synthesise dendrimers which have a 
cylindrical shape in solution using dendrons of the Fréchet-type (convergent method);
however, the cylindrical shape in solution still remains to be verified [19]. 

1.3. HETEROATOM 

The heteroatom dendrimers (other than N and O which comprise the bulk of the 
literature) include P (second most reported type of heteroatom dendrimer), Si and Ge. 
In addition, a variety of metal ions such as Ru, Rh, Os and Ir have comprised the core 
(endo-), as connectors, at the branching unit or at the surface (exo-) of the dendrimer. 
These metallodendrimers have been reviewed [20]. The metallodendrimers can also 
have the metal ion at more than one of these positions [21] and represent 
metallosupramolecular chemistry [22] which results in the synthesis of supramolecular 
nanostructures with specific functions [23]. The co-ordination geometry and co-
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ordination number of the metal ions are matched with the ligand assemblage (i.e., 
matching preferred metal ions to preferred l igands) in advance. These metal-centred
dendrimers (endo-) can be chiral based on the optical rotation of the co-ordinated
ligand. A carbon-centred dendrimer is achiral when it has four similar branching units. 
The chirality and thus stereochemistry of these metallodendrimers presents an inherent 
problem for their characterisation [24]. Although high generation carbon dendrimers 
are readily characterised, the organometallic dendrimers are not as readily characterised 
because of stereochemistry, high charge and low solubility. One approach is to use 
cyclic voltammetry for characterisation. One such dendrimer is based on oligopyridines
which provide the desired co-ordination chemistry and donor atoms to a wide variety of 
metal ions. These metal-centred dendrimers are of interest as magneto-, electro-, or 
photo-physical materials for harvesting solar energy. Their synthesis is based on the 
‘complexes as metals, complexes as ligands’ approach and involve both divergent and 
convergent approaches which allow a precise control of the synthesis and the ability to 
introduce pre-determined building blocks at each step [25]. The complex metals are 
mono- or poly-nuclear metal complexes which have labile ligands, thus providing 
metal ions with unsaturable co-ordination sites. The complex ligands are mono- or
poly-nuclear complexes with free chelating sites on the ligand(s). The approach has
allowed the design of polynuclear (Ru/Os; Ru/Rh; Os/Rh; Ru/Ir) dendrimers [26]. An 
Fe-S G4 core dendrimer, based on acetylene-type linkages, which is redox-active has 
been reported [27]. Porphyrins and poly-pyridine metal complexes, as well as 
ferrocene, have served as the central core of dendrimers [21]. 

Phosphorus-containing dendrimers (both exo- and endo-) are important because of 
the potential to graft a phosphate nucleotide onto the dendrimer [28]. Phosphorus-
containing dendrimers up to G12 with a MW greater than 3 million and a diameter of 
about 20 nm with 12288 chlorine atoms at the periphery have been synthesised using 
the divergent approach [29]. The solubility and reactivity very much depends on the 
particular substituent at the periphery. In a series of grafted tri- and tetra-co-ordinated
phosphorus-containing dendrimers from G 1 to G5 with azinephosphate, 
azinephosphinite and ylide linkages on the periphery, there was observed a dramatic 
decrease in solubility in organic solvents, whereas long-chain hydrocarbons increased
solubility [28]. Phosphorus-containing dendrimers allow for the ability to exo-co-
ordinate Au, Pt, Pd, Ru, Rh, Fe and W [30] as well as the ability to graft at the 
periphery a large number of sets of 2, 3 or 4 functional groups 
(multiplurifunctionalisation). Exo-grafting of polyaza macrocycles with aldehydes or 
PCl terminal groups has been possible because these groups were found to be as 
reactive as their monomer counterparts [31]. A dendrimer having an Os(II) core and
Ru(II) in the branches has been reported [32]. 
The Si-containing dendrimers are comprised of [33]: 
• Silicones–(O-SiMexOy),
• Carbosilanes –(Si-alkyl) and 
• Polysilane–(Si-alkyl)y

A series of organometallic silicon dendritic macromolecules containing a controlled 
number of redox active centres have been synthesised and characterised [34]. The 
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kinetic and thermodynamic C-S bond found in carbosilanes makes them one of the 
most important classes of Si-based dendrimers. A G5 polysilane dendrimer having both 
endo- and exo- Si atoms has been prepared using repetitive alkenylation-
hydrosilylation cycles [35]. The synthesis of the first water-soluble carbosilane 
dendrimer has been reported [36]. The synthesis of carbosilane dendrimers are 
achieved by either the divergent or convergent approach [37] which also allowed the 
synthesis of the G2 organogermanium dendrimer [3 8]. Dendrimers based on transition-
metal complexes have been reviewed [39]. 

1.4. SOLID PHASE 

The solid-phase synthesis of polyamidoamine dendrimers up to G4 has recently been 
achieved [40]. The solid phase reaction allows the use of a large excess of reagents 
followed by facile purification by washing the resin. The solid-phase synthesis allowed 
for peptides and small molecules to be “grown” directly onto the periphery of the 
dendrimer while it was still attached to the resin bead. Incomplete reactions only 
required a repeated treatment with reagents which could be recycled. The solid state 
synthesis allows for the construction of a small combinatorial library using the 
dendrimers.

Another interesting approach, termed DCC: dendrimer-supported combinatorial 
chemistry, has been introduced [41]. Instead of the dendrimer attached to a resin, it is 
allowed to float freely in solution. The large sizes of the dendrimers allow for easy size-
exclusion purification of the dendrimer intermediates. The combinatorial approach to 
the solution phase synthesis of diverse dendrimers was achieved by reaction of various 
isocyanate and amine monomers which were simultaneously added in solution to form 
dendrimers. One such dendrimer had a 50:50 mixture of amine and benzyl ether groups 
on the periphery which allowed solubility in both water and chloroform resulting in a 
potential “universal micelle” [42]. 

1.5. OTHER 

The first radiosynthesis of dendrimers involved the C- 14 methyl acrylate addition to the 
G2 and G5 starburst PAMAM dendrimers in a divergent reaction sequence [43]. The 
products from the reaction are the G2.5 and (35.5 starburst PAMAM dendrimers. The 
addition of the radioactively labelled methyl acrylate in the final step to the existing 
purified dendrimers results in less radioactive C-14 methyl acrylate to be used. 

The orthogonal coupling scheme (OCS) has been used for the synthesis of 
dendrimers [44]. It involves the covalent attachment of two different building blocks 
(monomers) in two orthogonal coupling reactions. The AB2 monomers minimise the 
number of steps for the actual dendrimer synthesis, but the monomer synthesis can be 
laborious.

Chiral carbon core molecules have been investigated for the synthesis of chiral 
dendrimers [45]. The ‘Tris(hydroxymethy1)methane’ derivatives are enantiomerically 
pure.
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Without carrying out the actual covalent bond formation reaction, hydrophilic, 
positively charged amines on the periphery of the dendrimer were found to 
electrostatically interact with the carboxy-terminated dodecanoic acid to produce a 
hydrophobic dendrimer which allows the encapsulation of methyl orange dye and its 
transfer to toluene from an aqueous solution [46]. 

2. Characterisation 

Concurrent with developments in the synthesis of dendrimers are novel analytical 
techniques for their characterisation [47]. The various analytical techniques that have 
been used to characterise dendrimers have been reviewed [48]. The techniques include 
multinuclear NMR spectroscopy, various mass spectrometry methods, chromatographic 
methods, electrophoresis, X-ray scattering, neutron scattering, small-angle neutron 
scattering (SANS), viscosimetry, electron microscopy and molecular dynamics with 
two different end groups [49]. These analytical techniques have been used for 
monitoring a perfect dendritic structure from defective structures. It has recently been 
noted that a hyperbranched polymer and a dendrimer are not synonymous and the 
different properties of the two have been reported [50]. The hyperbranched dendrimers 
could be considered trivially as a mixture of dendrimers. Dendrimers contain no linear 
segments whereas hyperbranched polymers are intermediate between dendrimers and 
linear polymers. Dendrimers are more soluble than hyperbranched polymers, which in 
turn, are more soluble than the linear polymers in solvents such as acetone, which were 
able to solvate the peripheral surface groups [51]. New terminology has recently been 
introduced to distinguish the structural composition of dendrimer preparations. A 
mononuclear dendrimer preparation means that all of the dendrimers in that batch have 
the same structural composition, i.e., and no defects. A monodisperse dendrimer 
preparation means that the dendrimers in the same batch are structurally related but not 
of the exact structural composition. However, as pointed out by Newkome et al these 
various analytical techniques cannot guarantee the exact structural composition for the 
entire sample thus leading to "monodisperse" dendrimers which are a closely related 
mixture though not perfectly defined as the "mononuclear" dendrimers [52]. The 
monodisperse or mononuclear nature of a dendriiner preparation was performed using a 
qualitative procedure based on the fluorescent property of anthracene with a detection 
limit of less than 1 %. Unfortunately, a quantitative analysis was not possible. NMR 
spectroscopy cannot distinguish perfect dendrimers from those having small defects. 
Conventional mass spectrometry only works for low MW (generation) dendrimers. Gel 
permeation chromatography (GPC) can result in errors as large as 30 %, although it is 
useful in monitoring the reaction. Ionisation MS cannot easily be used for analytical 
purposes. MALDI -TOF-MS for a series of aromatic polyester dendrimers gave the 
molecular mass to within one amu of the calculated molecular mass with peak half-
widths between 4 and 8 amu with excellent S/N ratios [53]. The shape and size of the 
monodendritic building blocks of dendrimers were analysed by X-ray analysis of the 
liquid crystalline (LC) lattice which supported the change from a cylindrical to 
spherical shape going from G2 to G3 dendrimer [54]. The terminal groups are at the 
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periphery of the dendrimer as determined by neutron scattering based upon the radius 
of the G7 dendrimer (39.3 + -1.0 Å) compared to the radius of gyration (34.4 + -0.2 A) 
for the whole dendrimer [55]. C-13 NMR spectroscopy has been used to measure the 
spin-lattice relaxation times of the internal and terminal carbon atoms of a series of
PAMAM dendrimers. The relaxation times of the terminal carbons decrease as the 
generation increases indicating that potential steric crowding as the generation 
increases does not affect the dynamics. The T1 relaxation time of internal carbon atoms 
was essentially independent of the generation above G2, indicating the slowing of the 
internal carbon atoms as the generation increases [56]. Dendrimer conformation in 
solution has been probed by measurement of the T1 relaxation times of the dendrimer
protons after incorporation of a paramagnetic core [57]. The terminal protons were 
found to be less mobile than the inner-core protons suggesting more congestion near 
the surface. 

The first observation of a single dendrimer has been reported [58]. The 
incorporation of a fluorescent molecule, dihydropyrrolopyrroledione, as the core by the 
divergent method allowed the detection of the single dendrimer molecules with a 
modified fluorometer. The use of fluorescein showed that for the positively charged 
full generation ethylenediamine or ammonia core dendrimers, both had the same 
structure going from an open to a closed structure between G2 to G3 dendrimer[59]. A 
fluorescent probe, pyrene, which does not fluoresce in water, when taken up by a G2 
PAMAM dendrimer in aqueous solution, still fluoresced indicating that water hardly 
penetrates the cavity of the dendrimer [60]. 

The characterisation of a systematic PS dendrimer series in the solid state has been 
carried out using XPS (X-ray photoelectron spectroscopy) [6 1]. For determining Ru
and Os in metallodendrimers, electrothermal atomic absorption spectrometric (ETAAS) 
methods have been developed [62]. Chiral-core dendrimers have been analysed by 
scanning tunnelling microscopy (STM) to investigate the size and symmetry of 
dendrimers by dissolving them in CH2CI2 and film casting onto a Pt(100) surface where
it was found that the bulky phenyl rings comprising the dendrimers formed from a 
chiral dendrimer had different STM’s [63]. 

3. Biotechnology applications

3.1. BIOMOLECULES 

Dendrimers have been coupled to various biomolecules including monoclonal 
antibodies. The attachment is referred to as “exo-receptor-targeted molecules”. That is, 
molecules attached to the dendrimer surface or at the termini of the dendrimer branches 
as opposed to “endo-receptor-targeted molecules” which make up the dendrimer core. 
The coupling of the dendrimer to the an antibody did not result in the loss of protein 
immunoreactivity [64]. The methodology may allow for the production of cell-specific
targeting devices for biological systems. 
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Attachment of a tripeptide growth factor (GHK) to a dendrimer periphery resulted in an 
enhancement on the GHK ability to facilitate the growth of hepatoma cells in solid-
support systems which may be useful in bioartificial liver support systems for liver 
transplantation [65]. The biodistribution of a G2 dendrimer coupled to indium or 
yttrium chelates has been evaluated in mice [66]. The biodistribution in mice was first 
in the kidneys followed by uptake in the liver, spleen and bone at most time points, 
Conjugation of the antibody did not change the biodistribution patterns. However, it 
has been noted that a greater understanding of whole body and cellular 
pharmacokinetics of naked and modified dendrimers is needed for optimal design of 
organ- and cell-specific structures [67]. 

The attachment of quaternary dimethyldodecylamine to the surface of G3 
dendrimers yields dimethyl dodecylammonium chloride derivatised dendrimers which 
inhibited the growth of gram negative E. coli and gram positive S. aureus as detected 
by a bioluminescence method. The reduced luminescence quantitatively verified their 
use as dendrimer-based antibacterial agents [68]. The most widely used functionalities 
for the attachment of drug molecules include amide, carbonate, carbamate and ester 
bonds which are hydrolytically labile. A PEG-dendrimer allows for the water-soluble
conjugation of cholesterol and two amino acids [69]. 

The synthesis of dendrimers which contain reactive terminal groups by the 
convergent method for attachment of a biomolecule has been reported [70]. However, 
there were difficulties in preparing large quantities of high-generation dendrimers with 
reactive terminal groups, so terminally reactive dendrimers prepared from the divergent 
method were employed. 

Generalised methods for the functionalisation of methyl carboxylate and primary 
amino groups on the surface of dendrimers for coupling of biomolecules have been 
reported [71]. The surface groups were converted to either electrophiles such as the 
iodoacteamido, epoxy or N-hydroxysuccinimidyl groups or the nucleophiles such as 
the sulfhydryl group. These reactive groups allowed the covalent attachment of alkaline 
phosphatase. These protein-conjugated dendrimers could then be further conjugated 
with other antibodies such as the Fab' fragment of anti-CKMB antibody resulting in 
dendrimer-based multifunctional activities for use as immunoassay reagents. The 
appropriate selection of activating conditions for a dendrimer allows for the 
conjugation of two similar or dissimilar proteins. The presence of one protein does not 
affect the biological activity of the other protein on the same dendrimer [72]. Biotin, a 
molecule with high binding specificity for streptavidin, has been conjugated to 
dendrimers in efforts to pretarget radionuclides for cancer therapy [73]. A new 
biotinylation reagent was coupled to dendrimers, radioactively labelled with 
streptavidin and the in-vivo biodistribution and pharmacokinetics evaluated in mice, 
The dendrimers were rapidly cleared from the blood via both renal and hepatobiliary 
excretion. Kidney concentration increased with increasing dendrimer generation up to 
G3, being almost 50 % ID/g. 

Potentially, localisation can be achieved by binding with an antibody conjugate 
previously localised on tumour cells. Several specific antibodies have been coupled to 
PAMAM dendrimers without losing their stability and immunological binding, both in 
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solution and when immobilised onto a solid support [74] which holds promise in the 
production of immunodiagnostic products. The solubility was not altered significantly 
when antibodies were attached thus allowing improved sensitivity and shorter assay 
times of solution-phase binding of antibody to analyte compared to commercial solid-
phase or microparticulate reagents used in many automated immunoassay systems. 
(The dendrimer-based system showed analytical sensitivity and speed that was 
equivalent to or greater than commercial-based systems.) 

3.2. GLYCOBIOLOGY 

Glycobiology is the study of carbohydrate-protein interactions [75] which are prevalent 
at cellular levels. Most cells are coated with carbohydrates to which lectins or 
carbohydrate-binding proteins can attach. Interest is due to the ubiquitous and essential 
roles which sugar moieties of complex carbohydrates play in living systems and high 
hopes for glycodendrimers in the prevention of pathogenic infections and other related 
diseases. The attachment allows the adherence of various pathogens which can then 
take over the host tissues. Carbohydrates have multiple functional groups on each 
monomer unit which are capable of forming a myriad of structures, each one capable of 
a different specific biological message. The glycoside cluster effect is the binding of 
many sugar residues by a lectin which has clustered sugar-binding sites. By using 
convergent methods glycodendrimers have been synthesised by build-up of a gallic 
acid trivalent core to which carbohydrate residues were attached [76]. The convergent 
synthesis allows for the incorporation of other carbohydrates. The attachment of alpha-
thiosialosides to a dendrimer allows the cluster of the active groups which significantly 
increases the inhibitory capacities compared to the monosialoside. Boronic acid groups, 
which facilitate the complexation of a variety of saccharides, have been exo-attached to 
dendrimers. The binding can be monitored by the fluorescence intensity of the host. 
Various symmetrically tethered sialodendrimers have been synthesised to generate 
families of multivalent glycoconjugates which may be used as inhibitors of 
haemaglutination of human erythrocytes by influenza viruses [77]. The influenza virus 
has two envelope glycoproteins, HA (hemagglutinin) and NA (neuraminidase). HA 
binds to sialic acid receptors (sialosides; cell surface carbohydrates) on cells and thus 
the virus gets internalised by receptor-mediated endocytosis. Competition with 
sialosides to HA using sialic acid coupled to dendrimer (i.e., vaccine) may allow the 
potential interaction with many HA moieties on a single virus. Multiple sialic acid (SA) 
residues coupled to dendrimers inhibit influenza-induced agglutination of red blood 
cells. The linear polyacrylamide backbones are cytotoxic. The ability of the SA coupled 
dendrimers to inhibit virus haemaglutination (HA) and to block viral infection of 
mammalian cells in-vitro has been reported [78]. Dendrimer polymers were not 
cytotoxic to mammalian cells at therapeutic levels. Variation in inhibitory effects were 
observed with different viruses. 

A series of alpha-D-mannopyranose-containing dendrimers were synthesised using 
the convergent reaction scheme and were investigated with respect to the efficiency of 
these dendrimers in inhibiting the binding of a lectin to a purified yeast mannan 
fraction which is found in the serum of patients with Crohn's disease and may cause 
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allergic responses from overexposure by bakers and brewers [79]. The preparation of 
dendroclefts (dendritic cleft-type receptors) up to G2 allow the chiral molecular 
complexation of mannosaccharides by H-bonding. The H-bonding observed mimics
bacterial and protein binding to sugars (80]. The study of the interaction of sugar-
binding proteins such as human IgG fraction to lactose has been undertaken by 
attaching p-aminophenyl-b-D-lactoside onto the dendrimer surface. The attachment of
the glycodendrimers to solid-phase supports such as microtiter plate wells provided 
binding studies to be carried out with the proteins. There was a potential for marked 
selectivity of certain glycodendrimers towards distinct classes of sugar receptors [81]. 
The binding properties of PAMAM dendrimers ending with mannopyranoside residues 
were determined. They form insoluble carbohydrate-lectin complexes and can 
selectively precipitate a carbohydrate-binding protein from a lectin mixture; thus, they 
constitute new biochromatography materials [82]. 

In microtiter wells, dendrimer-based oligosaccharides which are recognised by 
cholera toxin and the enterotoxin of E. coli inhibited their binding to the wells which 
were coated with just the oligosaccharides in a competitive inhibition study. The toxins 
were labelled with 1-125 and the activity measured in the wells. These toxins cause 
traveller’s diarrhoea and if left untreated will result in death. These in-vitro experiments 
imply that administering the dendrimer-based oligosaccharide in-vivo may remove 
these toxins [83-85]. The cluster effect is more evident in small glycodendrimers 
possibly because of steric interaction as the generation of the glycodendrimer increases. 
Spacer arms have been placed between the dendrimer and the saccharide which allows 
for not only flexibility (relief from steric strain) but also the potential to control 
hydrophobichydrophilic interactions [86]. The mannose-binding protein which is an 
acute phase protein of immune response may be competitively challenged with 
mannoside-based dendrimers although no data was presented [87]. The scaffolding of 
poly-L-lysine allowed the covalent attachment of alpha-D-mannopyranoside
glycodendrimers. Inhibition of the binding of yeast mannan to concanvalin A was up to 
2000-fold higher than for the mannopyranoside alone [88]. Rather than being attached 
to the periphery of the dendrimer, the chemoenzymatic syntheses of N-
acetyllactosamine has been reported based on the scaffolding of L-lysine. These 
disaccharides cores are associated with tumours, thyroid disorders and a sexually 
transmitted disease of the H. ducreyi pathogen and their binding properties studied 
showing the variability in the binding interactions suggesting additional research [89]. 

3.3. PEPTIDE DENDRIMERS 

Antibodies are potentially of great value in targeted drug therapy because of the 
inherent specificity of the antibody-antigen interaction. The conventional approach to 
preparing antibodies is to conjugate a peptide to a known protein or synthetic polymer, 
in order to mimic the macromolecular structure of the native protein. However, this 
method generates macromolecular carriers that are ambiguous in structure and 
composition. To improve on this approach, multiple antigenic peptide (MAP) systems 
were developed as efficient and chemically defined systems to produce immunogens in 
the absence of protein carriers. The MAP system consists of an oligomeric branching 
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lysine core of seven lysine units and eight arms of peptides that contain antigenic 
epitopes. The overall structure of the MAP system is a polymer with a high density of 
surface peptide antigens and a molecular weight greater than 10 K [90]. The almost 
mutually exclusive desire to attach a large number of drug molecules to an antibody 
while still retaining maximal antibody immunoreactivity may be overcome by 
dendrimers which act as intermediate linkers between the drugs (capable of covalent 
attachment to the dendrimer) and the antibody (which binds to the dendrimer by only 
one modified site on the antibody). 

A MAP dendrimer with a lipophilic surface has been synthesised for possible drug 
delivery. These lipoamino acids while lipophilic also retain the solvation properties of 
amino acids and peptides [91]. MAP dendrimers are peptide dendrimers which amplify 
peptide immunogenicity. Unlike most vaccines, MAPS can be stored or shipped as 
powders. There is an excellent review on MAPS [92]. They have been used in-vitro as 
immunogens, vaccines, immunodiagnostics, serodiagnostics, ligands, inhibitors, 
artificial proteins, epitope mapping, affinity purification, presentation of T-cell epitopes 
and intracellular delivery. The synthesis of MAP dendrimers has been improved by the 
use of a N-acetylation capping step which allows the direct (stepwise) synthesis and 
purification of MAPS. The automated peptide synthesiser was programmed to provide 
a N-acetylation capping reaction following each amino acid coupling reaction thus 
serving as a protecting group for further reaction with unwanted amino acids in the 
crude mixture [93]. 

3.4. BORON NEUTRON CAPTURE THERAPY 

Boron neutron capture therapy is based on the nuclear reaction that occurs when a 
stable B-10 isotope is irradiated with low-energy neutrons to yield high LET radiation 
consisting of alpha particles and recoiling Li-7 which are energetic and cytotoxic [94]. 
To deliver the approximately 109 number of B-10 atoms needed to effectively eradicate
a tumour cell, dendrimers have been conjugated with a polyhedral borane and 
subsequently attached to a monoclonal antibody. The number of boron atoms range 
from 250 to 1000 per dendrimer molecule. Unfortunately, in-vivo studies with mice 
revealed hepatic and splenic uptake over tumour localisation. Instead of attaching the 
polyhedral borane to the periphery or surface of the dendrimer, the borane cluster has 
been incorporated into the interior of the dendrimer [95]. Decaborane was reacted with 
the alkyne functionality located in the interior of the dendrimer to give 0-carboranes.
The incorporation into the interior of the dendrimer increased their aqueous solubility. 

An interesting application of boronated dendrimers is in electron spectroscopic 
imaging-based immunocytochemistry [9G]. The dendrimers contain a boron cluster on 
one side of the dendrimer and an antibody fragment on the other side. These antibody-
dendrimer-boranes were used to allow the visual detection of BSA in epithelial cells of 
ileum which had been internalised by endocytotic vesicles of ileal enterocytes in new-
born piglets after administration of BSA. As determined by electron spectroscopic 
imaging of boron, a G4 starburst dendrimer bearing an epidermal growth factor was 
bound to the cell membrane and endocytosed in-vitro of the human malignant glioma 
U-343MG cell line expressing EGF receptors [97]. 
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3.5. MR IMAGING AGENTS 

Dendrimer gadolinium poly-chelates are a new class of MR imaging agents with large 
proton relaxation enhancements and high molecular relaxivity (relaxation rates per mM 
metal ion). Wiener at al [98] first introduced that the covalent attachment of gadolinium 
chelates to dendrimers have the potential to be blood-pool MR T1 imaging agents for 
use in MR angiography. The synthesis involved the covalent attachment of the acyclic 
GdDTPA chelate to a G2 and G6 dendrimer utilising a stable thiourea linkage between
the chelate and the dendrimer. These dendrimer-based MR imaging agents had a molar 
relaxivity that was up to six times higher than for clinically used gadolinium chelates 
because of the high molecular weight of the dendrimer. The authors demonstrated the 
potential usefulness of these agents for vascular imaging by being able to delineate the 
vascular system of a rat for at least up to one hour. Not necessarily confined to 
complexation of Gd for T1-weighted MRI, a dysprosium chelate has been attached to a 
dendrimer in a similar fashion and opens up the opportunity for T2 MR imaging agents 
to utilise the macromolecular characteristics that the dendrimer provides [99]. The 
incorporation of Dy provides an unique T2 relaxation agent which may be important 
for tissue perfusion studies using MRI. 

Proton Larmor Frequency (MHz)

Figure 2. TI MRD relaxiviw profiles for the G5 (upper triangles), G7 (diamonds), G9
(circles), and G10 (blocks) PAMAM dendrimers with attached Gd(-SCN-Bz-DOTA)
chelates. For comparison, the MRD profile of Gd(p-NO2-Bz-DOTA) is also shown (lower
triangles).

The three main parameters that dictate achieving maximum TI relaxivity for 
dendrimer-based gadolinium chelates are the amount of time that the water molecule 
interacts with the gadolinium, how fast the gadolinium tumbles in solution and how fast 
the paramagnetic electron spin density relaxes back to the ground state [100]. A 
limitation in achieving the full expected relaxivity for dendrimer-based MR contrast 
agents was observed and verified by 0-17 NMR studies of the G3, G4, and G5 
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dendrimer-based MR imaging agents [101]. It was concluded that modification of the 
chelating ligand may result in faster water exchange and therefore higher relaxation 
rates. A plateau in the relaxivity was observed as the generation of the dendrimer 
increases from G5 to G10, providing evidence of even more severe limitation of 
achieving full relaxivity as the generation of the dendrimer increases [102]. Since
contrast depends on the co-ordinated water molecule interacting with the bulk water, a 
long residence time at the gadolinium limits the relaxivity and therefore would limit the 
observed contrast 

Figure 3. 3D-TOF MR angiogram ofa rut 50 minutes following injection of 0 05 mmol/kg
of Gd(-p-SCN-Bz-DOTA) attached to the surface of a G9 dendrimer The nanomolecular
size of the dendrimer construct permits an extended vascular visualisation compared to 
the clinically used MR imaging agents 

The potential of these dendrimer-based gadolinium chelates as blood pool imaging 
agents has been explored in pigs [103]. The dendrimer-based MR imaging agent was 
found to have the same blood pool properties as Gd-DTPA-polylysine. No statistical 
differences in relative signal intensities were observed in various pig organs between 
the two imaging agents. The MR angiographic properties of these dendrimer-based
gadolinium chelates has been explored. In rats they are able to provide strong tumour 
rim enhancement and detailed angiographic definition of peritumoural vessels [ 104]. In 
the MRI of canine breast tumours a delayed tumour clearance was observed compared 
to the clinically used gadopentate dimeglumine [ 105]. The minimum effective dose of 
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0.02 mmol/kg of dendrimer-based gadolinium chelate was observed for visualisation of 
the mediastinum, abdomen and lower limbs of rabbits on 3D time of flight magnetic 
resonance angiography of the body [ 106]. 

For modified PAMAM dendrimers coupled to Gd chelates, the pharmacokinetic and 
biodistribution are found to depend on dendrimer size as well as the type of terminal 
groups [ 107]. Hepatic localisation decreased and blood half-life increase by the 
covalent attachment of polyethylene glycol (PEG). 

The ability for these dendrimer-based MR imaging agents to be site-specific has
been shown [108]. The attachment of folate to dendrimer-based chelates targets these 
particles to folate binding proteins which exist in the serum as well as on the surface of 
many cancer cells. 

A kinetic theory for describing the dynamic properties of an intermediate-sized MR 
imaging agent, cascade-Gd-DTPA-24 polymer, (Schering AG, Berlin, Germany, 
MW<30 kDA) has been developed [109]. The dendrimer-based MR imaging agent was 
considered intermediate in size relative to Gd-DTPA and albumin-Gd-DTPA-30, The 
method has clinical applications based on its potential for pixel-by-pixel mapping. The 
first covalent attachment of tetraaza macrocycles to the terminal phosphorous group of 
a G1 and G3 P-S containing dendrimer has been achieved [ 110]. The co-ordination of 
Gd to the grafted macrocycle still needs to be explored, but if possible, it would open 
up the possibility of having two nuclei, Gd- 157 and P-3 1, which are detectable by MRI 
and may be useful in multitiuclear MRS. 

3.6. METAL ENCAPSULATION 

The complexation of divalent cations such as Cu, Zn, Ni and Au on the periphery of
dendrimers has been reported [ 111, 112]. However, recently cooper nanoclusters have 
been trapped within dendrimers [113]. Ten weeks later Tomalia published his article on 
copper-dendrimer nanocomposites [ 1 14]. The trapping involves zerovalent copper 
nanoclusters within dendrimers as well as other elemental metals or metal sulphides 
such as Ag(I), Pt(II), Pd(II), Ru(III) and Ni(II) [115]. These nanocomposites could 
conceptually incorporate any metal ion which could be chemically reduced once inside 
the dendrimer shell thus trapping the metal ions as clusters giving rise to intra-
dendrimer metal nanoparticles. Instead of discrete metal atoms within dendrimers, 2-3
nm gold colloids have been stabilised by multiple amine-terminated dendrimers, thus 
giving rise to inter-dendrimer nanoparticles [116]. The potential applications of these
intra- or inter-dendrimer nanoparticles could be in catalysis and as use as nanodevices, 
although one could also envision the delivery of metal ions for therapeutic or 
diagnostic applications, including MR imaging [ 117].

Dendrimers have been shown to form physiologically stable complexes with DNA and 
to mediate transfection of the DNA into a wide variety of cells in culture [118]. It was
found that the transfection efficiency was both a function of the particular dendrimer 
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generation and the type of cell. By using twenty different types of polyamidoamine 
dendrimers with a broad range of cell lines it was found that the size, shape and number 
of surface groups on the dendrimer affects the degree of transfection. The use of heat-
activated dendrimers has increased the efficiency of cellular transfection of DNA by 
more than 50-fold [119]. Heating in a solvolytic solvent such as water for various times 
degraded the dendrimers. The highest molecular weight component of the degraded 
products, termed a 'fractured dendrimer, mediated transfection. The degradation 
supposedly occurs by cleavage of the amide bonds within the dendrimer. The results 
suggest that other physical properties such as dendrimer flexibility is important in 
transfection ability. These heat-activated dendrimers are commercially available as 
SuperFectTM (Qiagen). SuperFect-DNA complexes possess a net positive charge which 
allows them to bind to negatively charged receptors, such as sialylated glycoproteins on 
the surface of eukaryotic cells. It has been proposed that once inside the cell, 
SuperFectTM buffers the lysosome after it has fused with the endosome, leading to pH 
inhibition of lysosomal nucleases. This ensures stability of SuperFect-DNA complexes 
and the transport of intact DNA to the nucleus. In general, significantly higher 
transfection efficiencies were found than for widely used liposomal reagents. 
SuperFectTM is suitable for both adherent and suspension cells. These include primary 
cells such as pig endothelial, human smooth muscle, and HUVEC or sensitive cell lines 
such as HaCaT and HT-1080.

Figure 4. Illustration of dendrimer-DNA complex DNA wraps around the dendrimers 
which condense the DNA and allows cellular incorporation (transfection) 

Dendrimers have also been found to transfect cells with antisense oligonucleotides and
plasmid expression vectors coding antisense mRNA (antisense nucleic acids) through
energy-dependent endocytosis which allowed higher transfection efficiency compared
to DNA alone or lipid-mediated transfection [120]. The cells were assayed for
transfection based on the inhibition of luciferase expression. The unmodified
oligonucleotides were found to form stable complexes with dendrimers and to function
as native oligonucleotides, thus requiring no chemical modification of the
oligonucleotide to prevent degradation or intracellular destruction. The transfection of
plasmid DNA by dendrimers in-vivo has been demonstrated [121]. The G5
ethylenediamine-core dendrimer enhanced the transfer of plasmid DNA which encodes
for viral interleukin- 10, a gene which regulates immune responses, into transplanted
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mouse cardiac isografts in-vivo. Compared to the DNA alone, the transfection of higher 
amounts of the DNA for longer periods of time by the dendrimer resulted in longer 
graft survival times. By varying the charge ratio of DNA to dendrimer the survival time 
was extended to 39 days compared to 14 days for the control. Interestingly, the use of 
the G9 dendrimer showed a decrease in survival time from 39 days to 27 days 
suggesting that many factors including the dendrimer generation must also be taken 
into account when used in-vivo. The possibility of using dendrimers to overcome 
corneal allograft rejection or to treat disorders of the corneal endothelium appears 
promising [ 122]. The immune response to transplanted corneal allografts produces high 
levels of tumour necrosis factor (TNF). Blocking the action of TNF may prolong some 
graft survival times. A dendrimer was used to deliver the gene encoding for tumour 
necrosis factor receptor immunoglobulin (TNFR-lg), a TNF blocker, to rabbit corneal 
endothelium ex-vivo. The gene was expressed for up to 9 days in the transfected 
corneas.

Dendrimers allow for the transfection of mammalian cells with various genes. The 
interactions have been explored by EPR and the idea is to be able to extend the work to 
the mechanism of gene transfer [ 123]. Using nitroxide-labelled dendrimers in the 
presence of various oligonucleotides, the G2 dendrimer at a pH of 5.5 showed 
significant interaction with polynucleotides which decreased with an increase in 
dendrimer concentration presumably because of the aggregation of the dendrimers. The 
interaction of the G6 dendrimer with the polynucleotides increased with dendrimer 
concentration until the interacting sites were saturated. It has been proposed that 
coulombic interaction between the negatively charged phosphate groups of the nucleic 
acid and positively charged amino groups of the dendrimer (at physiological pH) allow 
ionic complex formation and that the current polymeric polyelectrolyte theory does not 
allow a reliable theoretical calculation of the compositions [124]. It has been noted that 
an excess of the cationic dendrimer increases transfection efficiency. However, further 
studies need to be conducted in vivo to assess the cellular localisation and fate of 
transfected nucleotide and dendrimer [ 125]. 

3.8. DENDRITIC BOX 

Meijer stumbled on the idea of the dendritic box in his quest for a chiral dendrimer 
encapsulating amino acids by reaction of the terminal amines with BOC-protected
amino acids. [126]. The dendritic box is made up of PPI dendrimers which have 
diameters of 5 nm as revealed by EPR and NMR spectroscopy [127]. The synthesis of a 
rigid, dense outer shell around the dendrimer in the presence of guest molecules results 
in a dendritic box which encapsulates the guest molecules. Hydrolysis (i.e., enzymatic) 
of the outer shell allows the release of the trapped guest molecule. A second class of 
dendritic host involves an alkyl chain-propagating dendrimer which behaves as an 
inverted micelle which transfers the guest from the aqueous to the organic phase using 
pH as the control parameter. The use of low MW surfactants solubilises the dendrimer-
guest in water. The lowering of the pH organises the globular inverted dendritic 
micelles into cylindrical amphoteric vesicles which can then assemble into 
unimolecular micelles with the subsequent release of the guest—thus providing a novel 
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drug-delivery system, especially the encapsulation and Solubilisation of hydrophobic 
drugs. One industrial application is the enhancement of the dyeability of polyolefins 
and to improve the dispersion of silica in rubber formulations [128]. 

4. Concluding remarks 

Although there are almost unlimited potential applications of dendrimers, it is 
interesting that the only commercial application of dendrimers to date are as 
transfection agents. With research in the 1990's directed toward applications, it is 
envisioned that other viable commercial applications will be announced in the new 
millennium. The interest in dendrimers has been so profound that a web-site has been 
set up at www.dendrimers.com. 
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Abstract

Nanobiotechnology is a novel field where bio-molecules are assembled on devices for
exploitation in bio-analytical applications. The increased understanding of the 
structure-function relationship of redox proteins and enzymes combined with the 
progress made in protein engineering, molecular spectroscopy and structural biology 
allows today the possibility of creating genetically engineered proteins/enzymes to be 
used in arrays for high-through-put screening. 

This paper reports on the use of small and well characterised electron transfer 
proteins/enzymes, such as flavodoxin, cytochrome c553 and cytochrome P450 as
modules to design and construct covalently linked, artificial electron transfer chains.
Functional characterisation of these molecular wires will increase our understanding on 
the structure-function relationships in electron transfer systems. This approach has been 
named “molecular lego”, and its application to cytochromes P450, an important class of
enzymes responsible for the metabolism of a large number of drugs and xenobiotics, is 
particularly relevant to biotechnology. An efficient, artificial electron transfer chain
was obtained by fusing the flavodoxin from D. vulgaris and the soluble haem domain 
of cytochrome P450 from B. megaterium. Moving to a higher level of complexity, the 
scaffold of this soluble enzyme was also used to insert the key structural and functional 
elements of the human cytochrome P450 2E1. The chimeric protein containing the 
fused bacterial and human domains was successfully engineered. Finally, a method 
designed to identify active P450 mutants to be used for the assembly of arrays with 
different activity/specificity is presented. 
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1. Introduction 

Electron transfer (ET) is essential for life: not only it provides means for harnessing 
solar energy through photosynthesis but it is also of crucial importance for the
generation of metabolic energy in living cells [1-3]. This process is extremely 
interesting from a technological point of view as many reactions of biotechnological
interest such as degradation of pollutants and drug and food processing are based on
redox systems. The biotechnological exploitation of this process together with the 
rapidly growing field of biosensors and bioelectronics leads to fascinating possibilities 
especially in the creation of amperometric biosensors. 

However, the key factor for the successful exploitation of new and interesting redox 
enzymes in amperometric devices remains the efficient interaction with electrode 
surfaces. Much success has been achieved in the modification of electrode surfaces 
with various strategies aiming at rendering the electrode surface more compatible with 
the biological matrix, in its delicate balance of the folded and active state [4-7]. In some 
cases the rate of success is limited by the fact that the relevant redox centre is deeply 
buried in the biological matrix, that in this way can control the properties and reactivity 
of such centre, but with the detriment of the bio-electrochemical signal. A notable 
example of such case is the well-known and highly relevant family of cytochromes 

Recent progress made in the area of protein engineering, molecular spectroscopy 
and structural biology allows today the possibility of rationally designing site-directed
mutants of proteins and enzymes with properties tailored, for example, for the oriented 
immobilisation on electrode surfaces [ 10-12].

Despite the great amount of reactions carried out simultaneously by many enzymes
on the numerous substrates in the cell, the living systems exhibit highly efficient redox 
chains, where electrons are tunnelled in specific directions to sustain life. This success 
is the result of the slow process of evolution that can today be speeded up and 
mimicked by the protein engineer towards targets for the benefit of bio-
electrochemistry. In particular, novel protein engineering methods based on random 
mutagenesis and in vivo selection and/or in vitro screening allows the creation of
combinatorial libraries of proteins and enzymes that can be evolved for specific 
biotechnological targets [ 13-14]. This approach to engineering proteins is 
complementary to the rational, site-directed approach (Figure 1), and it can extend the 
capabilities in the generation of new proteins, beyond their physiological functions. 

This paper reports on the progress made on selected aspects of protein engineering 
applied to the amperometric biosensor area, with particular reference to P450 enzymes 
and its implications in the pharmaceutical and bioreinediation areas of application. 

P450 [8-9].

1.1. INTERPROTEIN ELECTRON TRANSFER 

The fundamental importance of protein ET in biology and the potential 
biotechnological implications that it underpins have attracted much research effort over 
the last decade. This has mostly been directed towards elucidating the nature of the 
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interactions between hypothetical physiological ET partners demonstrating how inter-
protein ET is the result of a number of events that occur in several stages [15-16]. The 
initial event leading to the reaction is the diffusional encounter of the protein pairs 
stirred by electrostatic and steric forces communicated through the solvent electrolyte 
medium; among these stirring parameters, long-range electrostatics are often the 
overruling forces [15]. The net charges on the proteins not only enhance the rate of 
collision by diffusion, but also cause their dipole moments [17-19] to line up in a 
specific orientation. The second event leading to inter-protein ET is the formation of a 
complex between the redox pairs, where a specific interaction is required to produce a 
configuration that actually results in rapid ET. The complex formation is expected to 
depend upon the nature of the protein surface topology and the distribution of the 
charged residues. A good fit between the surfaces of the two proteins allows their redox 
centres to be brought into close proximity under the control of short range forces such 
as hydrogen bonds, van der Waals forces, electrostatic and hydrophobic interactions 
[15]. The balance between these forces can vary markedly in different ET complexes. 
Once an ET competent complex has been formed, the ET process occurs, leading to the 
third stage of the reaction. This in turn depends on a variety of factors including the 
geometric disposition of donor and acceptor sites in the complex, the difference in free
energy of the oxidised and reduced states, the activation energy, reorganisation energy 
and the electronic coupling between the two redox centres. These parameters and their 
influence over the kinetics and thermodynamics of this process have been described by 
Marcus and Sutin [20]. 

Figure 1. Flow chart depicting the several experimental stages involved in rational design and
directed evolution. 

When the rates of ET are very/extremely fast, other processes may become rate 
limiting. For instance, when the pre-complexes have to undergo dynamic reorientation 
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to give the best ET complex, the reaction becomes gated. This kind of ET has been 
reported by several groups [21-24]. In other cases, the ET reaction could be coupled to 
a process which precedes it such as substrate induced conformational changes or redox 
potential modulations and examples of this type are also reported in literature [24-26]. 

In general, an important step in the ET between electron carriers is believed to be 
the formation of a specific complex. Progress in the structural analysis of protein ET 
complexes can provide valuable information about the complexes themselves plus the 
ET process which ensues. In the first instance, the interaction geometry of the two 
proteins within the complex can be ascertained, indicating the most relevant features of 
the proteins. The latter will have a bearing on the electrostatic coupling between the 
two centres which may depend simply on their separation distance or on structural 
features such as the presence of one or more networks of covalent, non-covalent or van 
der Waals interactions linking the two redox centres. 

In light of this, a significant effort has been put on the study and characterisation of 
ET complexes such as photosynthetic reaction centre of Rhodobacter sphaeroides-
cytochrome c2 [27], the cytochrome c peroxidase-cytochrome c [28], methylamine
dehydrogenase-amicyanin-cytochrome c .551i [29] and plastocyanin-cytochrome f [30].
It should be emphasised that in the case of the co-crystals, these may overlap with the 
highest affinity binding geometry, but may not necessarily reflect the complex
competent in terms of ET. Indeed, kinetics and binding measurements in some cases 
suggest that the highest affinity binding complexes are not the fastest in terms of ET 
[31-33]. Another point to be addressed is that in the case of co-crystal structures, these
represent static views of the interaction geometries between ET partners and give very
little information on the role of dynamics in the ET processes when generally it is 
believed that these proteins form dynamic binary complexes.

However, in the absence of structures for ET protein complexes, a great potential is 
offered by the generation of hypothetical models in which protein dynamics can be 
included. Hypothetical structures for the complexes of c -type cytochromes-flavodoxin
[34-35], cytochrome bg-methaemoglobin [36], cytochrome P450-cytochrome b5 [37],
putidaredoxin-putidaredoxin reductase [38], putidaredoxin-cytochrome P45Ocam [39], 
flavocytochrome b2- cytochrome c [40] and flavodoxin-cytochrome c553 [41] have been
proposed. As a general rule, electrostatic interactions have been used in these models to
facilitate the correct orientation of the redox centres, in a step prior to protein complex 
formation.

This wealth of knowledge now available on physiological systems has encouraged 
new studies on inter-protein ET between non-physiological partners, carried out in this 
laboratory and reviewed in the following sections. Understanding inter-protein ET and 
the parameters that regulate this phenomenon also provide an insight into the regulation 
process adopted by the living cell, in making sure that electrons are efficiently 
channelled in the correct redox chain. Understanding how this process is achieved bears 
implications in the construction of artificial systems for biotechnological applications. 
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1.2. STRUCTURE-FUNCTION OF CYTOCHROME P450 ENZYMES 

1.2.1. P450 redox chains 

Cytochromes P450 is a superfamily of enzymes containing a cysteinyl-co-ordinated
protoporphyrin IX and acting as the terminal oxidases in the P450-dependent mono-
oxygenase systems [42]. These systems are commonly found in all aerobic organisms 
varying from bacteria, fungi, to plants, insects and mammals. Apart from the P450 
enzymatic component, the mono-oxygenase systems contain a NADPH-dependent
P450-reductase, consisting of one or two protein components, which shuttles reducing 
equivalents from the external source (most commonly NAD(P)H) to the P450 
component. Thus in eukaryotes the mitochondrial membrane-bound P450s require a 
two-protein electron-transfer system, comprising a NAD(P)H-dependent flavin-
containing reductase and a second Fe/S-containing ferredoxin which shuttles the
reducing equivalents from the flavoprotein to the P450. A very similar mono-
oxygenase system, where the P450 moiety is soluble, is found in bacteria. Bacterial and 
mitochondrial P450s are classified as class 1 P45Os. In contrast, the eukaryotic P450s 
anchored to the membranes of the endoplasmatic reticulum (class II) are dependent on 
a single reductase, which contains both FAD and FMN. Cytochromes P450 have 
generally broad and usually overlapping specificities. They generally show high 
enantio-selectivity not only during substrate recognition, but also in the position of 
attack and product formation. This feature of P45Os has high commercial importance in 
terms both of chiral discrimination and asymmetric product formation. In the presence 
of oxygen and NAD(P)H, P450s typically catalyse the mono-oxygenation of their 
substrates, following the general reaction: 

RH+O2+2e-+2H+→R-OH+H2O

where RH is the substrate. 
Apart from catalysing carbon hydroxylation or dehydrogenation reactions, P450s are 
known to attack heteroatoms. Nitrogen, sulphur and oxygen atoms are attacked by
P45Os with the formation of hydroxylation, oxidation and Cα-dealkylation products 
[43-44]. They are also known to catalyse olefin epoxidation and reductive 
dehalogenation. Less common reactions reported to be catalysed by P450s include
dehydration, 1,2-aryl migration and dimerisation [44]. 

Based on the available 3D structures of P450s [8, 45-50] cytochromes P450 appear
to have a conserved 3D fold. This is in spite of their low sequence identity and high 
diversity in terms of substrate specificity and catalysed reactions. The conservation of 
the 3D fold is very high in particular regions of the P450 structures, including the 
region involved in haem binding, while some variable regions also exist. The latter are 
attributed to play a role in binding of redox partners and substrate binding, explaining 
in this way the variability in the substrate specificity of P45Os [50-51]. High similarity 
in the haem-binding region suggests a well-conserved mechanism of catalysis. 
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1.2.2. P450 catalysis 

A common mechanism of catalysis known as the “P450 cycle” has been proposed long 
before the structure of any P450 was defined [52]. A detailed, recent description of the 
P450 cycle has been given by Halkier [42]; a simplified version of this cycle is given in
Figure 2. Whereas for the initial stages of the cycle (stages A-D) there is structural 
information available, there are additional events in the transition from stage D to A 
which include transient radicals, and are not fully understood. When the enzyme is in 
its resting state the ferric iron is hexa-co-ordinated, with a water molecule as the distal 
ligand (A). Upon substrate binding the water molecule is displaced, with the iron 
becoming penta-co-ordinated (B). A concomitant shift in the spin state of the iron 
occurs from low to high, which is depicted in the absorbance spectrum of the 
cytochrome as a shift of the Soret peak from the 420 nm to the 390 nm. Electron
reduction occurs first (C), followed by molecular oxygen binding to form the ferrous-
oxy complex (D). The reduction of the ferric haem to the ferrous is facilitated by 
substrate binding [53-54]. Carbon monoxide is a common inhibitor of P450 activity. Its 
inhibitory action is due to competition with molecular oxygen to ligate to the reduced 
iron in P450s. Upon carbon monoxide binding to the reduced P450 (C') a diagnostic
peak at 450 nm appears, to which the cytochrome P450 family owe their name. Second 
electron reduction leads to the active ferry1 intermediate, through a sequence of events, 
including cleavage of molecular oxygen and reduction of an oxygen atom into water. 
The ferry1 species is considered to attack the substrate, when insertion of the other 
oxygen atom into the substrate occurs. Dissociation of the product from the complex 
with the enzyme follows, leaving a water molecule as sixth ligand to the ferric iron and 
regenerating the resting state of the enzyme (A). 

(A) (B)

Figure 2. A simplified version of the catalytic cycle of cytochromes P450. 

1.2.3. Bacterial P45Os in biotechnology 

From both a biochemical and a commercial point of view, cytochromes P450 are 
considered a class of enzymes of major importance due to their predominant role in 
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•
• chemical carcinogenesis [56]; 

• metabolism of arachidonic acid to metabolites with a role in cation/anion
fluxes, mitogenesis, regulation of membrane-bound transporters and activation
of intracellular signalling pathways [57]

• biotransformation including racemic mixture separation and chemical 
synthesis [55,58-59].

The first aspect, the significance of the P450 superfamily in the degradation of drugs 
and environmental contaminants, is going to be addressed in more detail in this review.

CYP 102 (P450 BM3), a soluble P450 mono-oxygenase isolated from Bacillus
megaterium, [60-61] has attracted our interest due to the fact that this P450 is not 
dependent on a redox partner for the transfer of reducing equivalents from NADPH, a 
feature shared only with P4SOfoxy from Fusarium oxysporum [62]. P450 BM3 owes its 
catalytic self-sufficiency to the fact that it includes on a single polypeptide chain both 
an FMN/FAD-containing reductase and a P450 moiety. P4.50 BM3 catalyses, with high 
rates and a particularly low uncoupling, the hydroxylation of amphiphilic molecules
with a long hydrocarbon chain. However, its specificity seems to be quite broad 
involving hydrophobic molecules, with a structure significantly different from the 
"natural" amphiphilic substrates [63-65]. Its catalytic sufficiency, the mainly 
hydrophobic pocket, together with its proven broad substrate specificity and the 
availability of an efficient recombinant expression system in E. coli [66] have also 
directed our choice towards this cytochrome as a model system for the generation of 
novel catalytically self-sufficient proteins for biosensing purposes. 

Moreover, P450 BM3 shares a number of common features with the mammalian 
microsomal counterparts that justify its use as a surrogate for human P450s: 
• the haem domain of P450 BM3 shows higher sequence similarity to the 

microsomal P450s compared to the bacterial ones, 
• the corresponding functional domains of P450 BM3 and the microsomal

mono-oxygenases have comparable size in terms of amino acid sequence 
length
they contain the same cofactors. Based on these similarities, P450 BM3 has 
been widely used as a template in modelling studies of microsomal P450s [67-
68]. When the first mammalian microsomal P4.50 structure of an engineered 
CYP 2C.5 was resolved, there appeared to be a quite structurally conserved 
binding site and overall fold between 2C5 and BM3 [50], giving proven
support to the use of P450 BM3 as a prototype for mammalian cytochromes. A 
significant degree of divergence was observed in the N-terminal regions, 
which however is expected since the N-terminal region is the one involved in 
the anchoring of the microsomal P450s to the membrane of the endoplasmatic 
reticulum.

Due to the increased concern of the threat to the human and the ecosystem deriving 
from the accumulation of various lipophilic substances, from industrial and agricultural 
practices, the potential of cytochromes P450 in the area of bioremediation and 
biosensing has recently started to be investigated. Thus the usage of cultured, human, 
rat and quail hepatic cells has been proposed for the in vitro screening and evaluation of 
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the short-term toxicity of environmental contaminants on humans and other members 
of the ecosystem, with focus on pesticide toxicity [69]. A number of P450 mono-
oxygenases in fungi were shown to be involved in the degradation of polycyclic 
aromatic hydrocarbons (PAHs) [a]. The mutant F87G of P450 BM3 was found to 
oxidise the PAHs pyrene and benzo[a]pyrene to phenolic derivatives [71]. A number of 
other successful projects to engineer cytochromes P450 for bioremediation purposes 
have been reviewed by Kellner and co-workers [9]. These included the introduction by 
different groups of specific mutations to P450cam (CYP 101) from Pseudomonas
putida, using a rational approach to yield cytochromes with novel specificities against 
pollutants. Furthermore, the bacterial cytochromes P450cam and P450 BM3 were 
shown to be responsible for the attack of polyhaloethanes [64, 72], whereas other P450 
enzymes were reported to catalyse the oxidation of haloaromatics [73]. The successful 
engineering of P450cam to a polychlorinated benzene-oxidising enzyme was also 
reported, with a further prospect of introducing the P45Ocam into Pseudomonas
bacteria able to proceed to the degradation of the metabolites of the P45Ocam attack on 
polychlorinated benzenes [74]. The proven potential of cytochromes P450 in attacking 
environmental pollutants can be used for the development of microbial systems able to 
process the complete mineralisation of pollutants. Wackett [75] has engineered such 
system by introducing the toluene dioxygenase system to a P. putida strain expressing 
P45Ocam. The system was able to metabolise pentachloroethane to non-chlorinated end 
products after initial attack by the P450cam. Finally applications of P450s in 
engineering herbicide tolerance in plants and in using recombinant soil bacteria for 
safeguarding the environment from pesticide pollution, have also been demonstrated 
within the last years [76]. 

1.2.4. P450s in drug metabolism 

Mammalian P450s are involved in many physiological processes such as biosynthesis 
of steroid hormones and bile acids, metabolism of both endogenous compounds such as 
fatty acids and hormones, and xenobiotics. The latter are hydrophobic compounds, 
whose elimination from the foreign organism is difficult due to their low solubility in 
water. Such exogenous compound include an array of natural products such as terpenes, 
alkaloids and plant toxins, as well as synthetic chemicals such as drugs and 
environmental pollutants. Mammalian P450s are expressed in many tissues but are 
relatively much more abundant in the liver, where xenobiotic metabolism occurs. The 
process of xenobiotic metabolism is initiated by the introduction of a polar functional 
group on the foreign compound, increasing its hydrophilicity. Cytochromes P450 are 
involved in such process. Completion of the solubilisation process follows by the 
conjugation of moieties such as glutathione, glucose or cysteine to the metabolite of the 
initial stage. However, in some cases, during the process of xenobiotic elimination, 
reactive intermediates are formed which have toxic or carcinogenic properties [77]. 

Cytochromes P450 have been identified as the main family of enzymes responsible 
for the metabolism of drugs in humans [78]. During the last years it has become clear 
that the prediction of clearance of drugs in humans by experimental results obtained 
using non-human laboratory animals has limitations due to species differences in P450 
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content [77]. In order to circumvent this problem, in vitro investigation of the metabolic 
fate of potential drugs has been introduced and is currently being applied by the 
pharmaceutical industry at an early stage of trials of potential therapeutic agents. This is 
because the metabolic pattern of a drug influences its toxicological and therapeutic 
action. Thus decreased clearance of a candidate drug, due to being poorly metabolised 
by the host organism, will result to increased bioavailability and possibly toxicity. 
Investigation of the toxicity of the reactive metabolites formed is also very important. 
Finally, studying drug-drug interactions is highly necessary to predict the effect of 
P450 inhibition due to co-administration of an additional drug in multiple drug 
therapies [77]. Early investigation of the metabolic pattern of a candidate drug is 
mainly dictated by the need to reject potential drugs not fulfilling the pharmaceutical 
standards at the very initial stages of the trials, prior to clinical studies, for obvious 
financial and time-saving reasons. Different experimental systems for in vitro 
investigation of drug metabolism have been widely used, ranging from enzyme 
expression systems, to human hepatocytes and liver slices, as well as cell-free systems, 
such as liver homogenates and microsomes [79-80]. Each of these systems presents 
certain disadvantages and advantages, however, enzyme expression systems seem to be 
more widely accepted by the scientific community, as mimicking better the in vivo drug
metabolism pathways and drug-drug interactions. 

Only a limited number of the P450s, present in the human liver, are involved in 
drug metabolism namely CYP 1A2, CYP 2C9, CYP 2C19, CYP 2D6 and CYP 3A4 
[81-82]. However few others, including CYP 2E1, are reported to play a less significant 
role [83]. Due to the availability of the clone for the heterologous expression of CYP 
2E1 in our laboratory, we focussed our studies on cytochrome CYP 2E1 [84]. CYP 2E1 
is present in the liver and other tissues in many mammalian species. To date it has been 
shown to oxidise over 80 compounds including ethanol as well as carcinogens, 
environmental pollutants and drugs [85]. CYP 2E1 has been implicated to 
carcinogenesis, through the activation of procarcinogens, including potent tobacco-
specific procarcinogens [86]. Finally the induction and stabilisation of CYP 2E 1 by 
ethanol consumption and the enzyme’s role in activating carcinogens is suspected to 
account for the increased carcinogenecity of certain compounds in alcoholics and this 
link has been shown in model systems for several compounds including bromobenzene, 
isoniazid and phenylbutazone [87]. 

1.3. CHIMERAS OF P450 ENZYMES 

The production of catalytically self-sufficient P450 enzymes in bacterial hosts has a 
wide range of possible exciting applications. For instance cytochromes P450 metabolise 
a range of drugs and chemicals so bacteria containing these enzymes may help to 
further our understanding of human drug metabolism, the consequences of drug-drug
interactions and the activation of carcinogens. The fusion protein hosts may also allow 
the mass production of compounds of interest by incorporating P450 biosynthetic 
pathways into one or a variety of hosts. Another application maybe the breakdown of 
environmental toxins, many of which are P450 substrates. The proteins may also 
further our understanding of the effect of P450 polymorphisms on human health by 

79



Sheila J. Sadeghi et al

incorporating various allelic variants into fusion protein systems and studying their 
different activities. 

1.3.1. Bacterial P450-P450-reductase fusion protein systems 

So far only two naturally occurring catalytically self-sufficient bacterial P450s are 
known of the P450-P450-reductase fusion protein P450 BM3 from Bacillus
megaterium and the fungal P450foxy from Fusarium oxysporum. De Montellano’s 
group [88] have also produced an artificial P450 from P450cam and its two reductase 
components putidaredoxin (Pd, a Fe-S protein) and putidaredoxin reductase (PdR, a 
FAD protein). P45Ocam was the first bacterial P450 to be crystallised and subsequently 
is the most studied and well understood of all P450s. Four fusion proteins were made 
by the same investigators, consisting of various combinations of the P450 and the 
reductase components. They found the PdR-Pd-P450cam construct to have the highest 
activity and also to be well coupled to oxygen consumption. It also had comparable 
activity to the reconstituted system at low protein concentrations (<0.3 µM). 

1. 3.2. Plant P450-P450-reductasefusion proteins

The main focus of plant P450 fusion protein system research has been to engineer 
herbicide tolerance into plants [76] and to harness their incredible biosynthetic 
activities for human purposes. 

Fusion proteins derived from plants have been used to study the effect of glyphosate 
on the CYP 71B1 from Thlaspi arvensae fused to the NADPH-cytochrome P450-
reductase (CPR) domain of Catharanthus roseus [90]. They showed that glyphosate 
inhibited the turnover of the polycyclic aromatic hydrocarbon benzo( a )pyrene (another
herbicide) by the enzyme. They argue that this observation has important implications 
for the development of CYP inhibitors which act as fungicides (CYP 51 inhibitors), 
herbicides (Plant CYP 5 1 inhibitors) and plant growth regulators (gibberelin 
biosynthesis).

The expression of plant cytochromes P450 in bacteria has also been done for 
purposes of trying to mass-produce medically important compounds that plants produce 
naturally but at very low levels. One step along this route is the isolation and expression 
of Tabersonine 16-hydroxylase (CYP T16H) [91]. The latter is the first enzyme in a 
pathway in Catharunthus roseus that produces the medically important bisindoles 
vinblastine and vincristine, both of which have causes in the treatment of leukaemia. 
The construction of an artificial pathway is prompted by the fact that very little of these 
bisindoles are naturally produced in the plant (0.0005%) and their complex structure 
renders chemical synthesis costly and difficult. 

1.3.3. Plant/mammalian P450-P450-reductase fusion proteins 

These fusion proteins offer the interesting possibility of engineering animal P450s into 
plants. This idea has been used for purposes of herbicide resistance by engineering Rat 
CYP 1Al:Yeast CPR fusion protein into tobacco plants [92]. The fusion protein was 
shown to provide the plants with resistance to the herbicide chlortoluron. Another 
group of investigators [93] have produced a protein consisting of Rat CYP 1A1 fused to 
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maize ferredoxin (Fd, a Fe-S protein) and pea ferredoxin NADP+ reductase (FNR, a
FAD protein). These investigators, like the former ones, fused the P450 and reductase 
components in various orders but found their most efficient construct to be CYP 1A1- 
FNR-Fd. They found this fusion protein (expressed in yeast) to be active towards 7-
ethoxycoumarin and the herbicide chlortoluron. The group also found that the activity 
of the protein was limited by the availability of free FAD in the reaction mixture, which 
suggests their protein is not fully coupled. This limiting factor may actually have the 
exciting possibility of linking the fusion protein activity to photosynthetic system, if 
expressed in chloroplasts. 

The active form of Rat CYP 1A1 has already been expressed in the chloroplasts of 
tobacco plants [93]. The chloroplasts exhibit a P450 dependent mono-oxygenation
activity when exposed to light. This suggests CYP 1A1 is coupled to some of the 
photosynthetic proteins. This maybe possible because Fd and FNR have potentials to 
form an ET chain similar to that found in the mitochondrial mono-oxygenase system 
which consists of Fd and NADPH-ferredoxin-oxidoreductase.

1.3.4. Mammalian fusion proteins 

Several of these fusion proteins have been produced with the main aim of studying 
substrate metabolising properties of P450 enzymes [94]. One area where these fusion 
proteins have proved particularly useful is in the study of the effect of site-directed
mutagenesis on P450 activity. Harlow and associates [95] substituted the Asp290 of 
CYP 2B11 from dog liver (fused to Rat CPR) with a variety of other amino acids to 
study the role of this amino acid in catalysis. They found that substitution with 
glutamate reduced androstenedione hydroxylation activity to 55% of the wild type 
enzyme, while substitution with a positive charge (Arg) gave an enzyme with virtually 
no measurable activity. The regio-selectivity of the enzyme was unaffected, suggesting 
the involvement of other key residues, but stereo-selectivity was altered. 

The most important human drug metabolising enzyme CYP 3A4 has also been 
turned into a fusion protein [96]. The latter investigators fused the human CYP 3A4 to 
the CPR of Rat and used this protein to study the formation of metabolite-inhibitor
complex during the metabolism of triacetyloleandomycin (TAO). This complex 
formation with TAO and other compounds such as the macrolide antibiotic 
erythromycin has important implications for drug-drug interactions during multiple 
drug therapies. The CYP 3A4 fusion protein therefore shows the value of fusion 
systems in predicting such negative interactions. Many other studies have also been 
carried out studying the effect of various compounds on fusion protein systems [97-98]. 

1.4. BIOSENSING 

Electrical contacting of redox proteins and electrode surfaces is the fundamental pre-
requisite for applications of redox active biomaterials in bioelectronic devices such as 
biosensors. A biosensor is an analytical device that uses the specificity of a biological 
element in sensing target molecules. It is composed of: 
• a selector, which singles out the target molecule from the sample solution, 
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• a transducer which converts the signal generated by the selector into a signal 
fit for amplification, 

• a detector, an electronic component designed to give a quantitative signal as 
depicted in Figure 3. 

The coupling step between selector and transducer is usually the bottleneck in the 
engineering of a biosensor; in electrochemical sensors this step is represented by the 
electrical contact between the redox protein and the electrode surface. 

Figure 3. Schematic representation of a biosensor. 

More than half of all sensors appearing in the literature can be classified as 
electrochemical sensors. These can be subdivided into either amperometric, 
potentiometric or conductometric sensors. In the amperometric category, an enzyme is 
typically coupled to an amperometric electrode and as the enzyme reacts with the 
substrate, a current is produced that is correlated to the analyte concentration. In this 
case, the bottleneck is the coupling between the enzyme and the electrode so that 
efficient conduction of the electrons is achieved. The second classification, 
potentiometric sensors, can be sub-divided into one group that utilises an immobilised 
enzyme on the surface of a glass pH electrode and a second type based on the 
production or consumption of protons by the enzyme as measured by the electrode. 
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However, the dynamic response of this type of sensors is usually slower than with the 
amperometric ones. 

The tendency of proteins to adsorb strongly and often denature at surfaces is a well-
known problem in the development of electrochemical sensors. Denaturation occurs 
because of a change in the balance of forces that normally favour the native folded 
conformation of proteins. Distortion may occur as a result of the large electric field that 
is generated across the double layer. In addition, part of the protein surface will be in 
contact with the electrode and the normal ionic and hydration shell may be broken. 
Since proteins differ greatly in their structure, there can be no general formula for 
minimising denaturation. However, ET proteins normally have relatively robust 
structures and therefore denaturation may not be a major factor in biosensor 
development. Nevertheless, biosensors using adsorbed enzymes or proteins are 
insensitive and, except for a few cases, this procedure alone is rarely used in biosensor 
construction.

One way of minimising the denaturation of proteins on electrodes has been by 
modification of the electrode surfaces. The realisation that suitably modified or 
functionalised electrode surfaces could interact in a specific and non-degradative
manner with proteins came about in the late 70’s. Eddowes and Hill [100] modified 
gold electrodes with 4,4’-bipyridyl to provide a suitable surface for interaction with 
cytochrome c.

A critical step in the development of biosensors is effective enzyme immobilisation, 
while maintaining free diffusion of substrates and products into and out of the enzyme 
layer. Various methods have been described for protein immobilisation including 
entrapment in a gel, cross-linking by a multifunctional reagent (for example 
glutaraldehyde) and covalent linkage [101]. New methods continue to be developed to 
deal with the ever-increasing demands of sophisticated bioanalytical chemistry, 
Combining protein engineering with the development of new coupling techniques 
capable of immobilising specific sites on the protein to the support surface may lead to 
new and more effective biosensors. 

Over the years, many different solutions to the problem of electronic coupling of 
proteins and electrodes have been proposed and tested leading to three generations of 
biosensors, although not always based on direct ET. In the first generation, the 
transduction was based on the detection of suitable secondary metabolites. One such 
biosensor was developed for glucose by Clark and Lyons [102]. In the second 
generation of biosensors, contact between the electrode and the enzyme was made 
possible through the use of mediators. Diffusional electron mediators such as 
ferrocenes [103-105], ferricyanide [106-107], N,N’-bipyridinium salts [108] and 
quinone derivatives [ 109- 110] were used as charge transporters that connect the active 
redox centre and the electrode interface. Commercial biosensors are based on either the 
first or second-generation biosensors. A very successful example of which is the 
commercial hand-held ferrocene-based enzyme electrode for glucose [ 103]. More 
recently, attempts have been made to couple the enzyme directly to the electrode 
leading to the third generation of biosensors, in which direct ET occurs in the absence 
of any mediators. These biosensors have superior selectivity and are less prone to 
interfering reactions, The most important feature of these systems is the possibility of 
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modulating the desired properties of the biosensor using protein engineering on the one
hand, together with novel interfacial technologies on the other. 

2. Engineering artificial redox chains 

For potential applications of cytochromes P450 in biosensors it is more desirable to 
replace the biological electron delivery and transport system by artificial ones like
electrochemical [99] or photochemical systems [111-112]. Both methods have been 
applied to cytochrome P450 since the early years of P450 research. Several laboratories 
have used various methods to reduce cytochromes P450 electrochemically [ 113-117].
Although some electrochemical aspects of P450s were reported more than 20 years ago 
[118-119], the direct, non-promoted electrochemistry of P450 is rather difficult to
obtain with unmodified electrodes. The enzyme does not interact with the electrode and 
is denatured. 

The first direct electrochemistry in solution at the edge-plane graphite electrode was
reported by Hill’s group [113]. Rustling’s group has found that P450cam incorporated 
in lipid or polyelectrolyte film displayed the well-defined redox behaviour from its 
haem Fe(II/III) [ 114]. More recently, Hill’s group [115] demonstrated cyclic 
voltammograms on an edge-plane graphite electrode for various P450cam mutants.

The P450 enzyme of interest in the work carried out in this laboratory is P450 BM3 
whose characteristics already covered in the introduction make it very interesting for 
biotechnological applications. However, P450 BM3 does not react with electrodes 
mainly due to its buried haem. The strategy adopted to tackle this problem makes use of 
an engineered, artificial redox chain, where electrons are conveyed to the catalytic unit 
via a protein known to interact with the electrode surfaces. This strategy plans to 
exploit the knowledge of biological ET for biotechnological purposes. In this strategy, a 
redox protein with well-characterised electrochemistry, flavodoxin, is used as a module 
to transfer electrons to the P450 unit (Figure 4). 

R-H+O2 +2H R- OH + H2O

Figure 4. Schematic representation of the proposed artificial redox chain assembly. 

In order to establish the functionality of the chosen building blocks to be used for the 
covalent assembly of the artificial redox chains, the ET between the separate proteins 
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was studied by stopped-flow spectrophotometry [120]. In the first instance the ability of 
flavodoxin from Desulfovibrio vulgaris (fld) to transfer electrons to simple 
cytochromes, cytochrome c from horse heart (hh c ) and cytochrome c 553 from
Desulfovibrio vulgaris (c553 ), was investigated. The knowledge gained from these
systems was then applied to the more complex enzymatic system namely that of the 
haem domain of P450 BM3 from Bacillus meguterium (BMP) [121].

Flavodoxin (fldq) was reduced anaerobically to its semiquinone form (fldsq) in one
syringe of the stopped-flow apparatus by the semiquinone radical of deazariboflavin 
(dRfH•) produced by photo-irradiation in the presence of EDTA (Figure 5). 

Figure 5 Absorption spectra following the photoreduction of oxidised fld under anaerobic 
conditions to its semrquinione form (left) and reoxidation of the latter by oxidised 
cytochrome followed at 580 nm by stopped flow spectrophotometry (right) 

The reaction scheme studied is summarised in the following equations, where equation
[3] applies to hhc and c553 and equation [3]' applies to BMP: 

hv

dRf → dRfH• [1]
EDTA

dRfH• + fldq→ dRf+ fldsq

fldsq+(cyt c)ox [fldsq•(cytc)ox] → fldq+(CYtC)red

[2]

[3]

fldsq+(BMP-S)ox [fldsq•(BMP-S)ox] +CO→ fldq+(BMP-S-CO)red [3']

Under pseudo-first order and saturating conditions, the ET process of the fld/hhc redox 
pair showed two components with klim of 41.45 +_ 4.75 s -1 and 12.15 +_ 2.14 s -1 and K app of
32 +_  10 µM and 44 +_ 18 µM for the fast and slow processes, respectively. For the fld/c553
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and fld/BMP redox pairs a single component was found with a klim of 0.48+_0.05 s-1 and 
43.77   ± 2.18 s-1 and a K app of 21±6 µM and 1.23 ± 0.32 µM, respectively [89, 120]. 

An important factor for achieving efficient ET is the formation of an ET competent 
complex between the redox pairs. The effect of the electrostatic forces in producing the
complexes was studied by changing the ionic strength of the protein solutions. The 
second-order rate constants for the reaction of fld/hh c were two orders of magnitude 
higher (106 M-1s-1) than the same rates measured for fld/ c553 (104 M-1S-1). Furthermore,
these rates decreased monotonically with increasing ionic strength for the fld/hh c as
expected for a reaction occurring between two molecules with opposite charges. The
fld/ c553 and fld/BMP redox couples showed a bell-shaped behaviour due to hydrophobic
as well as electrostatic interactions. The effect of solution ionic strength on the 
electrostatic surface potentials of all three redox couples was also calculated as shown 
in Figure 6. As expected, the proteins with most charged surface residues, fld and hhc,
are more affected by the changes in ionic strength than c553 and BMP.

Figure 6 Surface potentials calculated for the three ET pairs fld/hhc (left), fld/c 553
(centre) andfld/BMP (right) at three different solution ionic strengths, 1mM (top), 60 mM
(centre) and 500 mM (right) These calculations were carried out using the program
Delphi with a probe radius of l0Å for hhc and c 553 w ith I 4Åfor BMP

The ET data were analysed further using the parallel plate model developed by Tollin 
and co-workers [122]. This model takes into account the asymmetric distribution of 
charges on the surface of the protein and emphasises local electrostatic interactions 
between the charged moieties at the site of ET. The parameters obtained from fitting the 
kinetic data to this model are reported in Table 1. 
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Table 1. Parameters calculatedfrom the Parallel Plate Model. 

fld/hhc fld/c 553 fld/BMP

monopole dipole monopole dipole dipole 
Parameter Monopole- Monopole- Monopole- Monopole- Monopole-

P (Å 8 8 10 10 20
k00 8648 9662 1440 1529 25

(MIS") (M-1S1') (M-1S-1') (M-1S-1) (S-1)
Vii -15.55 -12.76 -9.90 -8.42 -58.16
vid --- -1.88 --- -1.82 -32.01
Vdd --- -2.13 --- -0.31 -1.05

The availability of the 3D structures of these proteins allows the use of computational 
methods for generating a 3D model of the possible complexes. The structure of such 
models is important in this work for the rational design of the covalent redox chains
described in the following sections. In the case of fld/hhc and fld/c553 docking
simulations have been carried out [41], the results of which are generally in good 
agreement with the experimental data. The purported area of contact of the two proteins 
within both complexes show both electrostatic as well as hydrophobic interactions, with 
an average radius of 10 Å, well in agreement with the results obtained from the parallel 
plate model. 

In the case of the fld/BMP complex, a model was generated by super-imposition of
the 3D structure of fld on that of the truncated P450 BM3 [123]. The average radius of 
the contact area in this complex is 22 Å, which is considerably higher than that of the 
other two complexes and in good agreement with the value found from the parallel 
plate model. The distance between the redox centres in this complex is 18 Å, which is 
comparable with that found in the structure of the truncated P4.50 BM3 [123]. 
However, an alternative model is also possible, where the FMN region of fld is docked 
in the positively charged depression on the proximal BMP surface, around the haem 
ligand cysteine 400. This model brings the two cofactors at a closer distance of <12 Å. 
The two possible models may reflect the presence of dynamic events accompanying the 
formation and reorganisation of the ET competent complex that has also been 
postulated for the natural P4.50-reductase complex [SO]. 

The models of the ET competent complexes described above were used to generate 
covalently linked complexes of both fld- c553 and fld-BMP using a flexible connecting
loop by gene fusion. This method offers the advantage of keeping the two redox 
domains in a dynamic form. The fld -c553 gene fusion involves two non-physiological
proteins from the same organism, D. vulgaris, but expressed in different cellular
compartments, fld in the cytoplasm and c553 in the periplasm. A fld-c553 fusion was
constructed at the DNA level, by linking the fld gene to that of c553 via a DNA sequence
codifying for a flexible seven amino acid linker (GPGPGPG). The length of this 
peptide linker was determined by molecular modelling experiments in which the two
proteins were docked and a loop was modelled to join the C-terminus of fld to the N-
terminus of c553, as shown in Figure 7. The resulting fusion gene expressed the chimeric
protein of the correct molecular weight (25 kDa). Although the optical absorption 
spectrum of the partially purified chimeric protein showed the characteristic 
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absorbencies for the oxidised haem (410 nm) and FMN (458 nm) cofactors, but the 
relative ratio of these cofactors was not the expected 1 : 1 possibly due to the expression 
of the fld-c553 protein in the cytoplasm of E. coli (the correct haem incorporation in c553

was obtained in the periplasm). 

Figure 7. Modelled structure of the fld-c553 fusion protein. 

The fusion of the fld-BMP system was carried out at DNA level by linking the BMP 
gene (residues 1-470) with that of fld (residues 1-148) through the natural loop of the 
reductase domain of P450 BM3 (residues 471-479). This gene fusion was achieved by
ligation of the relevant DNA sequences with engineered restriction sites. A possible
model of this fusion protein is shown in Figure 8. 

Figure 8. Modelled structure of the fld-BMP fusion protein. 

The fusion gene was correctly expressed in a single polypeptide chain. The absorption 
spectra of the purified chimeric protein indicated the incorporation of 1 : 1 haem and 
FMN. Moreover, the reduced protein was able not only to form the carbon monoxide 
adduct with the characteristic absorbance at 450 nm, but also to bind substrate 
(arachidonate) displaying the expected low- to high-spin transition from 4 19 nm to 
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397 nm, indicating that this covalent complex is indeed a functional P450. The integrity 
of the secondary structure of the fld-BMP fusion protein was confirmed by CD 
spectroscopy, with a ~2% increase in the a-helix content when compared to the BMP, 
probably due to the addition of the engineered loop. The spectroscopic data show that
the fusion protein is indeed expressed as a soluble, folded and functional protein [121]. 

The presence of intra-molecular ET from the domain containing the FMN to the 
domain containing the haem, in the presence of substrate, was studied under steady-
state conditions. The flavin domain was photo-reduced by deazariboflavin in the 
presence of EDTA under anaerobic conditions. The subsequent ET from the flavin 
domain to the haem was followed by the shift of the haem absorbance from 397 nm to 
450 nm in carbon monoxide saturated atmosphere. 

The kinetics of the intra-molecular ET within the fld-BMP fusion protein was 
studied by transient absorption spectroscopy. In the experimental set up, the FMN-to-
haem ET was followed by the decrease in absorbance at 580 nm of the fld sq. The ET 
rate measured was found to be 370 s-1. This value is comparable to that measured for
the intra-protein ET from FMN to haem domain of truncated P450 BM3 (250 s-1) in 
which the FAD domain was removed [ 124]. These results are extremely encouraging 
because they demonstrate the functionality of the fld-BMP fusion protein to be 
equivalent to the physiological protein. 

Figure 9. Figure 9. Cyclic voltammograms of' BMP and fld-BMP fusion protein in the 
absence/presence of neomycin on a glassy carbon electrode: BMP (I), fld-BMP (2) and 
fld-BMP + neomycin (3),). 
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Preliminary electrochemical experiments of the fld-BMP fusion protein, free in solution
were carried out using a glassy carbon electrode [125]. The cyclic voltammograms of 
both the fld-BMP fusion protein and BMP are shown in Figure 9. While no current was 
observed for P450 BM3 enzyme on the bare glassy carbon electrode, both BMP and 
fld-BMP show measurable redox activities. Furthermore, the fld-BMP fusion protein 
interacts better with the electrode as measured by the larger current compared to that of 
BMP. This current is further enhanced in the presence of neomycin, a positively 
charged aminoglycoside which is believed to overcome the electrostatic repulsion 
between the negatively charged fld and the negatively charged electrode surface [126]. 

3. Screening methods for P450 activity 

After the crucial role of P450s in the determination of the pharmacological/ 
toxicological properties of drugs was known, the need to develop efficient systems for 
the in vitro screening of drug-P450 interactions emerged. Thus in the recent years a 
great amount of effort has been put into the generation of model systems for studying in
vitro the metabolism of pharmaceutical drugs in humans. Such model systems are 
aiming at obtaining valid information for the metabolism of the drug candidates in vivo.
Additionally, it has been widely recognised that inter-individual differences in P450 
content are capable of causing significant variation in pharmacokinetics, thus leading to 
inaccurate estimation of the toxicological and pharmaceutical action of drug candidates. 
As a result, the future of pharmacokinetics seems to be getting directed towards 
individualised drug treatment [127], where the drug therapy to be followed will be 
based on the genotype of the specific patient. 
On the other hand the recent development of efficient non-rational protein engineering 
techniques [ 13-14] generating large combinatorial protein libraries has provided us with 
the capability to evolve protein function towards directions of choice. Strategies for 
screening protein libraries have been reviewed by Zhao and Arnold [128]. We tried to 
address both issues in our laboratory by developing a general assay for screening for 
turnover of compounds of interest by NAD(P)H-dependent oxidoreductases. 

3.1. ASSAY METHODS FOR P450-LINKED ACTIVITY 

A rapid investigation of the in vitro drug metabolism has been facilitated in the recent 
years by the development of high-throughput screening assays together with the 
advances in the creation of automated miniaturised systems for liquid handling and 
detection. The screens available can be categorised into 
• Assays aiming at the detection of P450 inhibitors using non-specific P450 

substrates which are turned over into detectable metabolites (for example 
fluorescent or radiolabelled) by the P450. Inhibition by a compound can thus 
be detected by reduction (or abolishment) of the production of the detectable 
metabolites [129-133].
Assays, using an instrumental chemical analysis method, able to distinguish 
between the parent compound and its metabolites after turnover by the P450
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The last category of assays provides information on the rate of metabolism and the 
metabolic stability of the candidate drug, and can be very important for the early 
prediction of drug clearance. It can also be adapted to study drug-drug interactions. In
vitro drug metabolism screening systems have been reviewed recently by Eddersaw and 
Dickins [ 135]. 

Apart from the assays mentioned above for screening human P450-drug
interactions, a large number of assays have been proposed in the literature for screening 
substrate turnover by cytochromes P450 [137-139], including two assays for P450 BM3 
[140-141]. Most of these screening systems are dependent on the direct or indirect 
detection of the product of the turnover of certain substrates by the P450 enzyme.
Although such methods can be adapted for high throughput assays, their application is 
limited to specific P450 enzymes with particular substrates, or they could be used for 
activity screening of a specific cytochrome rather than for identification of substrates 
within a random pool of molecules. The method proposed by Sligar's group [140], 
presents the advantage that it can be broadly applied to any P450 enzyme. However 
important limitations of the method are that it is not sufficiently sensitive to allow 
screening pools of mutants and that it can only be applied on cell lysates, as opposed to 
whole cells. 

3.2. DEVELOPMENT OF A NEW HIGH-THROUGH-PUT SCREENING METHOD 
FOR NAD(P)H LINKED ACTIVITY 

Recent developments in this laboratory have led to the development of a new high-
through-put screening method for NAD(P)H-linked oxidoreductase activity. This 
method is applicable to any enzymatic activity that uses NAD(P)H cofactors, including 
the catalytically self-sufficient class II, cytochrome P450 BM3. The method has been 
adapted to a 96-well microtiter plate-format for screening large numbers of molecules 
in microlitre quantities. It is based on the spectrophotometric detection of NA(D)P+ 
produced when a molecule of interest is being turned over by whole-cells expressing a 
P450 enzyme. The standard assay based on the monitoring of NADPH consumption by 
following the decrease of the NADPH absorbance at 340 nm could not be applied for 
detecting P450 activity in whole cells for the following reasons: 
•
•

light scattering by cells is interfering with the peak at 340 nm, and 
such assay would require a plate-reader able to follow enzyme kinetics. As 
mentioned in the introduction, assays based on expressed human P450s have 
actually been presented as more valid systems for the in vitro investigation of 
metabolic pathways in humans, since these systems can be adapted to take into 
account the genetic polymorphism, responsible for inter-individual differences 
in metabolic profiles. 

A schematic representation of the assay can be seen in Figure 10. The principal of the
assay lies on the fact that the reduced and oxidised forms of NAD(P)H have a different 
sensitivity to destruction in extreme pH values [142-143]. Thus by changing the pH of 
the reaction mixture, containing the cytochrome, a substrate, the remaining NAD(P)H 
and the NAD(P)+ generated during catalysis, from the lower extreme of the pH scale to 
its other extreme, the amount of oxidised NAD(P)+ can be selectively quantified. In the 
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experimental procedure, cells expressing the cytochrome of interest are aliquoted into 
the wells of a microtiter plate and incubated with the pool of compounds to be screened 
for turnover by the enzyme. The reaction is initiated by addition of NADPH. At a 
certain time point after the start of the reaction, the produced NADP+ is quantified: The
pH is initially lowered to at least below 2.5 and subsequently risen to above 14.5. 
Following this procedure, NADP+ is specifically quantified by measuring the
absorbance of the formed product at 360 nm. To ensure that the generated NADP' is 
due to coupled substrate oxidation, the possible uncoupling of reducing equivalents to 
the formation of hydrogen peroxide is investigated. This is measured by quantification 
of hydrogen peroxide using the HRP-ABTS assay [ 144]. 

1. Aliquots of cells
expressing P450 BM3

2. + Pool of compounds

3. + NADPH

4. pH<2.5

5. pH >14.5

6. Incubation in dark

4a. Uncoupling assay
(HRP-ABTS)

7. A 360 nm 5a. A 414 nm

8. Active, coupled
substrates

Figure 10 Schematic representation of the screening protocol for identifying novel 
substrates of cytochromes P450 within a random group of compounds 

Applying the assay to four known substrates of P450 BM3, the fatty acids arachidonic 
and lauric, the solvent 1,1,2,2-tetrachloroethane and the anionic surfactant sodium 
dodecyl sulphate, a 360 nm signal of only 3% was given by cells in the absence of 
substrate, compared to cells in the presence of substrate, under the optimum 
experimental conditions. Control experiments with cells non-transformed, or 
transformed with the same vector expressing other redox enzymes not able to turn over 
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the substrates of interest in the presence of NADPH, were also run. They all 
demonstrated that the assay is specifically detecting P450 BM3 oxidising activity in 
whole-cells.
The proposed method presents the advantage that it can be generalised for the screening 
of substrates or inhibitors of any P450 enzyme, or any oxidoreductase in general, 
utilising NADPH or NADH (both have same behaviour in extreme basic/acidic 
conditions) as donor or acceptor of reducing equivalents. At the same time it can be 
applied for the screening of variants within a library of random mutants of a NADPH-
dependent reductase for the specificity of interest. 

In the work carried out in this laboratory, the viability of this new assay has been 
put to the test by screening 
•

•
•

a series of furazan derivatives, potential pharmaceuticals, against the wild type 
P450 BM3, 
a series of random mutants of P450 BM3 against target pollutants, 
an engineered, catalytically self-sufficient, chimeric bacterial-human P450 
enzyme against some known substrates of both proteins.

3.3. VALIDITY OF THE NEW SCREENING METHOD 

The validity of the assay has been demonstrated by investigating the interaction of the 
heterologously expressed in E. coli bacterial cytochrome P450 BM3 with a group of 
1,2,5-oxadiazole 2-oxide (furoxan) derivatives, potential pharmaceuticals for the
treatment of cardiovascular diseases, and their 1,2,5-oxadiazole (furazan) analogues 
(Figure 11) [ 145]. 

Figure 11. Structures of the ten furazan derivatives screened for turnover by wild-type
cytochrome P450 BM3. The derivatives marked with + were found to cause increased 
consumption of NADPH, relative to the background, in contrast to analogues indicated 
by -, which showed NADPH-oxidising activity at background levels. 

Within a group of ten analogues screened for interaction with the wild type P450 BM3, 
seven were identified as positives. The results from the assay in whole-cells were 
confirmed for all analogues, by following NADPH consumption by the purified 
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enzyme in the presence of the same molecules on the spectrophotometer. In all cases, 
hydrogen peroxide formation due to uncoupling was minimal. 

Pesticide mix PAH mix

Figure 12. Structure of the pesticides and PAHs screened for turnover by random mutants 
of P450 BM3. 

Similarly, the same assay was applied to investigate the interaction of various 
compounds, including a number of polycyclic aromatic hydrocarbons (PAHs) and 
pesticides (Figure 12), against a library of P450 BM3 variants, with random mutations 
in the haem domain region. Two variants have been identified among about 320 
screened, showing a significantly different pattern of turnover of certain of the 
compounds compared to the wild type. Characterisation of the two active mutants is in 
progress.

4. Designing a human/bacterial2El-BM3 P450 enzyme 

P450 2E1 is a microsomal P450 present in the liver and other tissues of many 
mammalian species that has been shown to catalyse the oxidation of over 80 
compounds, including benzene, ethanol, acetone, chloroform, many nitrogenous 
compounds together with drugs such as acetaminophen and chlorzoxazone. Having as 
substrates ethanol and many suspect carcinogens, P450 2E1 has been considered of 
great interest for its possible relevance to alcoholism, chemical carcinogenesis and 
other diseases [84]. Its substrates have diverse structures but most of them have the 
common characteristic of being low molecular weight molecules [ 146]. 
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In the absence of P450 2E1 crystal structure its active site conformation is not known. 
However, studies on its different substrates and competitive inhibitors, have provided 
useful information on some of the properties of its active site including: 
• it binds and efficiently oxidises small molecules, 
• accommodates water-soluble molecules although hydrophobicity is an 

important feature of the substrate-binding pocket, 
• does not effectively accommodate molecules with a formal ionic charge [ 146]. 
This section reports on the modelling, construction and expression of a chimeric protein 
designed to confer the human P450 2E1 new and improved properties, like solubility 
and self-sufficiency in catalysis, hence conferring the ability of receiving electrons 
directly from small electron donors (NADPH), maintaining, at the same time, its quite 
peculiar substrate specificity. Self-sufficient and soluble cytochrome P450 systems are, 
in fact, essential to employ the catalytic power of these enzymes for biotechnological 
purposes.

The chimeric protein was obtained by fusing part of the human P450 2E1 with a 
portion of P450 BM3. This latter cytochrome exhibits key features, as mentioned 
earlier, that make it an ideal candidate for fusion with the human P450 2E1: 
• it is catalytically self-sufficient due to the presence of a reductase domain 

within the same polypeptide chain, containing both FMN and FAD and 
requiring only NADPH for activity, 
it is highly homologous to the human P450 enzymes (30% homology between 
the P450 BM3 haem domain and 2E1), and it shares many common features 
leading to the classification in the same class II as the human microsomal P450 
enzymes.

Furthermore, the three-dimensional structure of P450 BM3 has been solved [46, 147], 
its gene has been cloned [66] and its catalytic properties have been studied. 

4.1. MODELLING 

Previous available models of mammalian P450s were often approximate since they 
were based either solely on the structure of P450cam, that has a very low sequence 
identity with mammalian enzymes (from ca 15 to 20%) [148], or on models of the 
binding site which is expected to be the most variable region of the protein. Only 
recently, improved models were obtained after observing the necessity to generate a 
multiple sequence alignment of the target P450 with template proteins. These 
alignments should be done by looking at the structurally conserved regions of the 
templates and not simply relying on automated alignment procedures, since these are 
often not reliable, especially for some regions of the protein [148]. 

To help the design of a new valid chimera likely to possess the desired properties, a 
three-dimensional model of P450 2E1 was built in this laboratory. The P450 2E1 model 
was generated using a Silicon Graphics Indigo2 IRIX 6.2 workstation equipped with 
the Biosym/MSI software Insight. The following protocol was used for the designing of 
the model: 

•
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four related proteins of known X-ray structure were chosen (P450terp, 
P450cam, P450eryF and the BMP domain of P450 BM3) and their sequences 
were aligned with P450 2E1 using the structurally conserved regions (SCRs),
the co-ordinates of the structurally variable regions (VRs) were assigned using 
different templates for different VRs, depending on the degree of homology
(when the VRs were of different length the co-ordinates were assigned by a 
loop search), 
a possible initial conformation of the side chains was searched and the co-
ordinates of the more flexible N- and C- terminal regions were arbitrarily 
assigned,
incorrect steric contacts ( bumps ) were corrected by manually orienting the 
involved rotamers, and finally 
the model was refined and energy minimised. A model of the P450 2E1-BM3

was obtained using the same procedure. 

•

•

•

•

•

4.2. CONSTRUCTION 

The information gained from the preliminary model of CYP 2E1 and previous works 
on isozymes [88, 149-1521, was used to design a chimeric cytochrome P450,2El-BM3.
This chimeric P450 contained the first 54 residues at the N-terminal of P450 BM3 
(fragment I), the whole sequence of P450 2E1 from residue 81 to the C-terminal
(fragment II) and the whole reductase domain of P450 BM3 (fragment III). The three 
fragments were successfully isolated from the respective cloned genes and compatible 
restriction sites were inserted, by PCR, at their extremities using different mutagenic
oligos. The whole construct of 3150 base pairs, containing the three fragments together, 
was cloned back into the pT7Bm3HdZ vector [66] for the inducible expression in E.
coli.

4.3. EXPRESSION AND FUNCTIONALITY 

The 2E1-BM3 chimera with a molecular weight of 118 kDa was efficiently expressed. 
When reduced by sodium dithionite in a carbon monoxide saturated atmosphere the 
characteristic 450 nm peak was observed, giving support to a folded and functional 
chimeric protein. 

TG test the activity of the 2E1-BM3 chimeric enzyme in whole cell lysates the 
screening assay described earlier was used. The oxidation of NADPH by P450 2E1-
BM3 in the presence of two known P450 2E1 substrates (ethanol and arachidonate) and 
a known 2E1 inhibitor (isoniazid) was investigated. Lysates of cells expressing P450 
BM3 and non-transformed cells were used as controls. The results are shown in Figure 
13, where absorbance ratio is the ratio of the NADP+-alkali product given by cells 
expressing the P450 2E1-BM3 chimera or the control P450 BM3, against that given by 
non-transformed cells. 

Overall these results show how the newly engineered bacterial/human P450 enzyme 
is active. Moreover the power of the screening method developed in this laboratory is 
demonstrated in its ability to identify positive, active enzymes in whole cells. 
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Compound

Figure 13 Screening of P450 2EI-BM3 (white) using ethanol (A), isoniazid (B) and
arachidonic acid (C) at increasing concentrations from left to right Cytochrome P450 
BM3 was used as a control (black) 

5. Conclusions 

This work has shown how protein engineering methodologies can provide many useful 
extensions in the use of defined molecules for biosensing purposes. The experimentalist 
is no longer limited by the properties of the natural proteins/enzymes. 

Electrochemical contact with the electrode was enhanced in the artificial chimera 
between flavodoxin and the haem domain of P450 BM3 (fld-BMP). Moreover, the 
availability of an assay able to screen for 
• NAD(P)H-linked enzymatic activity towards molecules of pharmacological 

(new potential drugs) and biotechnological (bioremediation and biosensing) 
interest,

• libraries of random mutants of NAD(P)H-dependent enzymes with desired 
catalytic specificities, 

opens many new possibilities in the engineering of novel P450 enzymes. A successful 
application of the assay as a method for identifying positive, active enzymes was 
demonstrated for the P450 2El-BM3 chimera. 

The identification of a number of active variants of P450 BM3 against several 
pollutants which will be used for the creation of chimeric P450 arrays with desired 
specificities, will follow. Finally, this approach could be seen as a step forward towards 
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“fourth generation” of biosensors which will be based on artificial redox proteins with 
predicted ET pathways. 
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Summary

Continuous, sensitive, selective, and reliable monitoring of a large variety of different 
compounds in various food and beverage samples is of increasing importance to assure 
a high-quality and tracing of any possible source of contamination of food and 
beverages. Most of the presently used classical analytical methods are often requiring 
expensive instrumentation, long analysis times and well-trained staff. Amperometric 
enzyme-based biosensors on the other hand have emerged in the last decade from basic 
science to useful tools with very promising application possibilities in food and 
beverage industry. Amperometric biosensors are in general highly selective, sensitive, 
relatively cheap, and easy to integrate into continuous analysis systems. A successful 
application of such sensors for industrial purposes, however, requires a sensor design, 
which satisfies the specific needs of monitoring the targeted analyte in the particular 
application, Since each individual application needs different operational conditions 
and sensor characteristics, it is obvious that biosensors have to be tailored for the 
particular case. The characteristics of the biosensors are depending on the used 
biorecognition element (enzyme), nature of signal transducer (electrode material) and 
the communication between these two elements (electron-transfer pathway). 

Therefore, the present chapter presents the different existing biosensor designs 
describing the possible electron-transfer pathways, discusses their advantages and 
disadvantages, and shows their possible application in food and beverage industry. 
Three practical examples are given describing biosensor designs developed in our 
laboratory, demonstrating their usefulness for industrial applications. 
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1. Biosensors - Fundamentals

Biosensors are selective devices that involve a communication between a 
biorecognition element (enzymes, microorganisms, cells, antibodies, tissues etc.) and a 
physical transducer, which is able to transform the chemical information i. e. the 
concentration of the target analyte, into a measurable signal (electrical, optical, mass, 
thermal, etc.) as shown in figure 1. Most biosensors use enzymes in the complementary 
recognition process, since their catalytic action implies a self-regeneration of the 
binding pocket. In addition, many enzymes are readily available and easy to couple 
with a large variety of transducers. 

Figure 1. Schematic presentation of a biosensor. 

Amperometric biosensors based on enzymes are the most studied branch, since they 
combine the selectivity and specificity of the enzymatic reactions with the simplicity of 
the electrochemical detection method. In general, the analyte is catalytically converted 
(oxidised or reduced) by a specific enzyme, which is usually immobilised on an 
electrode surface. Mostly, the redox equivalents are intermediately stored in the 
cofactor of the enzyme, from/to which an electron-transfer process has to occur, 
whereby the biocatalytic process is linked to the electrode. Thus, the chemical energy
of the enzyme-catalysed reaction is transduced to an electrochemical reaction, which 
occurs at a certain potential determined by the nature of the compound used in the final 
step of the electron-transfer process. Due to a stoichiometric relation between the 
number of transferred electrons and the analyte, a current proportional to the 
concentration of the target analyte is yielded and used for quantification. 

Enzyme-based biosensors attracted much attention for their possible use in food and 
beverage industry, representing a very promising alternative to the traditional time-
consuming and often expensive analysis techniques. Due to their simplicity, low cost, 
and possibility of integration into on-line measurement systems needed in automated 
industrial technologies, enzyme-based biosensors have been widely used in this area, 
resulting in a large number of review articles published in the last 10 years [1-7]. As
demonstrated, biosensors can be useful tools for monitoring the conversion of raw 
materials, the presence and concentration of possible contaminants, the product content, 
and product freshness [3]. 
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2. Prerequisites for application of biosensors in food industry 

A successful industrial application of biosensors in food industry, requires a sensor 
design assuring besides low fabrication costs the following:

• selectivity versus all possible enzymatic and electrochemical interferences 

stability (operational and/or storage stability) 

• adequate sensitivity 

• appropriate response time 

• reliability

• simplicity of monitoring 

•

Since the concentration of the target analytes is significantly different and each 
individual application requires particular operational conditions, it is obvious that 
biosensors have to be tailored for the considered application. E.g., long term monitoring 
applications, such as monitoring in fermentation processes, require biosensors, which 
guarantee a good mechanical and thermal stability. In addition, any source of 
contamination by e.g. component leakage has to be strictly avoided using an 
appropriate sensor design, while fast response time (<s) and high selectivity issues are 
often not crucial. The choice of enzyme(s), immobilisation procedure, electrode 
configuration, use of additional sensor elements (e.g. additional membranes for 
improved stability and/or interference elimination) will therefore always be determined 
by the considered application. 

However, every enzyme-based biosensor has to take into account that its 
performance is determined simultaneously by the biorecognition element (the enzyme), 
the signal transducer (polarised electrode), and by the communication between these 
two elements (electron-transfer pathway). Therefore, the electrode configuration 
determined by the above mentioned two elements and the immobilisation procedure of 
the enzyme, has to be designed in such a manner, that the biochemical information is 
translated into a measurable electrical current with the highest efficiency (optimal 
electron-transfer pathway). Below, a short overview is given on the various existing 
biosensor designs, the electron transfer possibilities, and the advantages and 
disadvantages of various sensor architectures. 

3. Existing biosensor configurations and related electron-transfer pathways 

The simplest electron-transfer mechanism would be represented by the direct 
electrochemical regeneration of the active site (prosthetic group) of the enzyme at the 
electrode surface (see figure 2). 
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Figure 2. Direct electron transfer pathway (via electron tunnelling) between the active site 
of an enzyme and the surface of a transducer. 

However, this approach can be applied only for a very few enzymes (e.g. peroxidases), 
which have their active site situated close to their surface, and thus allow its direct 
regeneration on the transducer. To insulate the enzyme-integrated active site, most of 
the enzymes have their prosthetic group deeply buried within the protein shell and 
thereby, the distance for a direct electron transfer is - according to the Marcus theory 
[S, 9] - too long. Therefore, in general the electron-transfer pathway has to be 
artificially designed, either by (i) using “electron shuttles” (e.g. redox mediators, see
figure 3) or by (ii) shortening the electron-transfer distance (e.g. orientation of enzymes 
on electrodes, modification of the active site of an enzyme, etc). 

Figure 3. Mediated electron transfer pathway using a redox mediator (Mox) as the
“electron shuttle between the active site of the enzyme and the transducer exemplified for 
an oxidation reaction. 
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3.1. BIOSENSORS BASED ON O2 OR H2O2 DETECTION

The first developed enzymatic biosensors were based on the fact that in nature the
active site of many enzymes is regenerated by their co-substrate (e.g. O2 or NAD+).
Since these co-substrates can be directly oxidised or reduced on the surface of a 
polarised electrode, they could be successfully used as “electron shuttles”. The
quantification of the analyte was based in these cases on measuring either the (i) 
decrease of the co-substrate concentration or (ii) the increase of the co-product (e.g. 
hydrogen peroxide), (see scheme 1). 

Scheme 1. Substrate detection possibilities exemplified for an oxidation reaction. 

Unfortunately, both above mentioned electrochemical reactions occur at high 
overpotentials and thus, the signal transduction suffers of electrochemical interferences 
when the biosensor is used in real applications implying complex matrices. Additional 
problems may occur at high substrate concentrations, due to the lack of molecular 
oxygen. Therefore, next generation biosensors were often based on a mediated electron 
transfer principle, the earlier types using freely diffusing redox mediators (see section 
3 2). 

Despite the mentioned drawbacks, biosensors based on the direct detection of either 
O2 or H2O2 were used to measure different analytes in food stuff and beverages, mainly 
due to their relative simplicity (see Table 1). 

Table 1. Biosensors using direct H2O2 or O2 detection with potential use in food 
and/or beverage industry 
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Table I. Biosensors using direct H2O2 or O2 detection with potential use in food 
and/or beverage industry 

* LR denotes the linear range and DL the detection limit of the biosensors 

3.2. BIOSENSORS BASED ON FREE-DIFFUSING REDOX MEDIATORS 

Considering any real application, it is of great importance that the biosensors are 
operated within an optimal potential window (approximately between -0.10 to +0.05 V 
vs. SCE), where electrochemical interference is minimal [10]. This can be practically 
realised in two different sensor architectures. 
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The first sensor types use artificial, free-diffusing, electron-transfer mediators (redox 
couples with a formal potential lying within the optimal potential range), replacing the 
natural electron acceptor the hydrogen peroxide/oxygen, couple (see scheme 2). 

Scheme 2. Detection of a substrate using an artificial redox mediator. 

Despite assuring detection at low potentials, these biosensor configurations often cause 
problems by contaminating the sample. Thus, the application of these biosensors in 
food and/or beverage industry is almost impossible, unless extra protection membranes 
are applied in the particular sensor design. Moreover, a competition between the natural 
cofactor of the enzyme (e.g. O2) and the artificial mediator occurs. Therefore, the 
search for and use of, oxygen independent enzymes was and is obvious (e.g. 
measurement of D-fructose in food samples based on PQQ-dependent D-fructose
dehydrogenase [ 1 1 -13]).

The second type of sensors is based on coupled enzymes (oxidase-peroxidase). These 
bi-enzyme electrodes are mostly applied for the detection of the substrates of H2O2-
producing oxidases and make use of the selectivity of peroxidases (POD) towards
H2O2. Since peroxidases are able to directly exchange electrons with the electrode (via 
electron tunnelling), many of the reported electrode designs make use of a direct 
electron-transfer pathway [ 14] as shown in scheme 3a. The most often used peroxidase 
in this context is horseradish peroxidase (HRP). Since only 48 % of the randomly 
immobilised HRP molecules were reported to be able to undergo a direct electron 
transfer [ 15], often an orientation of the peroxidase molecule is required to improve the 
rate of the electron transfer. Besides the accessibility of the enzyme's redox centre, the 
glycosylation degree of the enzymes is also playing an important role. However, even 
when using an orientated binding of peroxidases, (improved electron-transfer reaction 
rate [ 16]), the major drawback of this sensor design is a small current response. 

Scheme 3a. Electron-transfer pathway in coupled enzyme electrodes, the final electron 
transfer step is via direct electron tunnelling. 
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Since the direct electron transfer between the commonly used horseradish peroxidase 
(HRP) and the electrode was shown to be sluggish, often the use of an additional 
mediator is required, as shown in scheme 3b. 

Analyte
D-fructose

D-fructose

D-fructose

ethanol

ethanol

Scheme 3b. Electron-transfer pathway in coupled enzyme electrodes, the final electron 
transfer step is via mediated electron transfer. 

Moreover, HRP is characterised by a low selectivity vs. reducing substrates, thus, 
highly motivating search for new, more selective, and/or stable peroxidases. Use of 
lactate peroxidase [ 17-19], tobacco peroxidase [20, 21], microperoxidase [ 17, 18, 22, 
23], peroxidase from Arthromyces ramosus [19, 24, 25], soybean peroxidase [19, 26, 
27] or sweet potato peroxidase [21] in biosensor designs was already reported. 
Examples of biosensor architectures based on electron transfer principles mentioned in 
this section with possible application in food and/or beverage industry are given in 
Table 2. 

Table 2. Biosensors using artificial mediators with potential use in food and/or 
beverage industry 

Enzyme Detection of Characteristics* Sample Ref. 
D-fructose Hexacyanoferrate LR: 0.05 - 10 mM cherry jam, [1 1] 
dehydrogenase (in solution) selectivity against floral honey, 

ascorbate milk
stable for 6 months chocolate,

orange juice, 
wines

D-fructose Hexacyanoferrate LR: 0.01 - 1 mM apple juice, [74] 
dehydrogenase (in solution) selectivity against orange juice, 

glucose and other pear juice 
sugars

D-fructose Os(bpy)2 CI2+ LR: 0.2 - 20 mM cola, apple [I2]
dehydrogenase DL: 35 µM juice, honey 

pineapple
juice,

Alcohol Hexacyanoferrate LR: 0.3 - 200 µM cider, whisky [13] 
dehydrogenase; (in solution) 
NADH oxidase; 
Alcohol Poly(phenylene LR: 0.03 - 3 µM cider, wine, [75] 
dehydrogenase; diamine) response time 20 s whisky 
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Table 2. Biosensors using artificial mediators with potential use in food and/or 
beverage industry 

Analyte Enzyme Detection of Characteristics* Sample 
ethanol Alcohol Meldola’s blue LR: up to 35 mM gin 

dehydrogenase; 90% activity after 49 

L-lactate Lactate oxidase, Ferrocene DL: 0.9 - 1.4 µM red wine, 

days

Peroxidase no loss of the activity shaken 
after 6 months of yoghurt 
storage at 4 °C

sulphite Sulphite Tetrathiafulvalen; DL: up to 5 mM wine, beer, 
oxidase tetracyanoquinodi 55 repeated analyses dried fruit 

methane during 26 h of samples 
continuos operation
with no loss of 
activity

fructose Fructose Coenzyme DL: 10 µM apple, orange 
dehydrogenase ubiquinone-6 no significant ascorbic juice 

acid interferences 
methylcarb Cholinesterase Cobalt LR: 5x10-5  - 50 potato, carrot,
amates phthalocyanine mg/Kg sweet pepper 

DL: 1x104 - 3.5

mg/Kg
Histamine Amine oxidase Poly(1- DL:0.33 µM turbot fish 
putrescine vinylimidazole) (histamine), 0.17 µM muscle 
cadaverine modified with (putrescine) 

Os(4,4'dimethylbi 90 % activity 
pyridine)2 C1+/ 2+ observed after 10 days

of storage at 4 °C
D-lactate D-lactate Hexacyanoferrate LR: 0.01 -1 mM yoghurt, 

dehydrogenase; (in solution) stable for 4 months milk, cheese
NADH oxidase; 

g I u c o s e Glucose Tetrathiafulvalene LR: 1 - 3 mM wine, orange 
oxidase and apple 

when stored at 4 °C

juice
glucose Glucose Ferrocene LR: 10 - 800 µM must, wine 

oxidase DL: 1.9 µM 
Horseradish
peroxidase

Ref.

[76]

[77]

[78]

[79]

[80]

[31]

[81]

[82]

[83]

* LR denotes the linear range and DL the detection limit of the biosensors 

3.3. INTEGRATED SENSOR DESIGNS (REAGENTLESS BIOSENSORS) 

An improved communication between enzyme(s) and the electrode, meeting the 
requirements for real sample applications is respected in the greatest extent by using 
integrated ("reagentless") biosensors. These electrodes contain all needed components 
integrated in a sensing layer without any leakage possibility, since there is no need of 
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addition of free-diffusing mediators, co-factors, etc. Most of these electrode designs 
make use of a mediated electron-transfer mechanism (as shown in scheme 2), the 
mediating molecules being covalently immobilised either on conducting (e.g. 
polypyrrole) or non-conducting (e.g. poly vinyl imidazole) polymeric backbones (see 
figure 4). 

Figure 4. Mediated electron-transfer pathway with both the enzyme and the redox 
mediator (stars) immobilised either on conducting or non-conducting polymeric chains. 

These constructions offer an efficient electron transfer and improved stability, mainly 
due to the lack of any free-diffusing components. One of the most promising 
approaches makes use of enzymes entrapped in redox polymers (non-conducting
polymers modified with highly efficient Os- or Ru-complexes as mediators, often 
called “wires”). The redox polymer integrated enzymes result in highly permeable, 
efficient, and stable redox hydrogels [28, 29]. In this design, the mediator is retained in 
the close proximity of the enzyme’s redox centre and electrons are rapidly exchanged 
(via electron hopping between the relaying redox centres along the wire and/or 
occasionally crossing between undulating segments of the wires) assuring an efficient 
electron-transfer pathway. 

Practical examples of this type of biosensor (developed in our laboratories) with 
potential application in food and/or beverage industry are presented in the following 
section. Detection of hydrogen peroxide (as above mentioned) constitutes the base of 
sensing many other analytes, therefore one of the hereby presented examples is 
considering development of hydrogen peroxide sensors based on different, newly 
isolated, purified, and characterised plant peroxidases (4.1) [21]. The other two 
examples focus on the detection of biomarkers (biogenic amines) using amine oxidase 
entrapped in redox hydrogels (4.2) [30-32] and monitoring of alcohol using a newly 
isolated and characterised PQQ-dependent (oxygen independent) alcohol 
dehydrogenase (4.3) [33] (adsorbed on graphite, glassy carbon or platinum electrodes 
and entrapped in conducting or redox polymers, respectively). 
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4. Selected practical examples 

4.1. REDOX HYDROGEL INTEGRATED PEROXIDASE BASED HYDROGEN 
PEROXIDE BIOSENSORS 

The importance of finding new and more efficient peroxidases, with improved 
bioelectrochemical characteristics, has been outlined in section 3.2. In this example, 
development of hydrogen peroxide sensors has been targeted, using two newly purified 
peroxidases extracted from tobacco (TOP) and sweet potato (SPP), comparing their
characteristics to the ones obtained for similarly constructed electrodes based on the 
generally used HW. Electrodes were prepared according to a previously published 
protocol [2 1]. Briefly: the enzymes were cross-linked to poly(vinylimidazole)
complexed with Os(4,4’dimethylbipyridine)2C1 (PV17dmeOs) using poly 
(ethyleneglycol) diglycidyl ether (PEGDGE) as the cross-linker. Premixed hydrogels 
were made using stock solutions of peroxidases (4.78 mg ml-1 of TOP in 0.15 M Tris-
HCI, pH 6.0; 5 mg ml-1 of HRP in 0.1 M phosphate buffer pH 7.0; 1.86 mg ml-1 of SPP 
in 0.005 M Tris-HC1, pH 8.1), PVI7dmeOs (3.3 mg ml-1) and PEGDGE (2.5 mg ml-1).
Defined amounts of hydrogels (film thickness) were applied on spectrographic graphite 
rods and the electrodes were cured at room temperature for 20 h in desiccated 
conditions. The electron-transfer pathway is outlined in scheme 4. 

Scheme 4. Electron-transfer pathway in peroxidase containing redox hydrogels. 

The comparative study concerning the bioelectrochemical characteristics of the 
developed biosensors showed that, irrespective of studied peroxidase, the biosensors’ 
sensitivity was strongly influenced by the composition of the redox hydrogel, curing 
procedure, film thickness and applied potential. Therefore, all hydrogels were 
optimised with regard to these parameters. The optimal enzyme and cross-linker
content was found to be of 15 - 40 % POD and 10 - 25 % PEGDGE, respectively. A 
loading of 22 µg per electrode was yielding the best results (adhesion, stability, and 
sensitivity). The current response increased with the applied potential and have shown a 
levelling off tendency at 0, -50 and around -100 mV vs. Ag/AgCl, KC1 0.1 M for TOP, 
SPP and HRP, respectively. Calibrations curves obtained using the optimal electrodes 
in a single manifold flow-injection system (see figure 5) with a flow-through wall-jet
electrochemical cell [34] are presented in figure 6. The optimised SPP biosensor (48 % 

115



Elisabeth Csöregi et al 

PVI7dmeOs, 23 % PEGDGE and 29 % SPP, w/w %) displayed the highest sensitivity 
for H2O2 (3.2 A M-1cm-2), a linear range up to 220 µM, a detection limit of 25 nM 
(calculated as twice the signal-to-noise ratio, 2S/N) and a response time (t 95 %) of about
2 min (see Table 3). 

Figure 5. Flow Injection Analysis system with bioelectrochemical detection. 

Figure 6. Calibration curves obtained with HRP ( ),TOP ( O ) and SPP ( D ) modified
electrodes of optimal composition. Experimental conditions: flow injection system, applied 
potential -50 mV vs. Ag/AgCl, KCI 0.1 M, flow rate of 0.5 ml/min; carrier 0.1MPB at pH 
7.0.
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Table 3. Bioelectrochemical characteristics of peroxidase modified electrodes. 

Enzyme Sensitivity Linear range Detection 
(µA mM-1)a (µM) limit (nM)b

HRP 55±12 0.5 - 130 35±15

TOP 37±6.2 0.5 - 470 81 ±68

SPP 236 38 0.5 - 220 25±10

R = 0.9981 
-

R = 0.9958 

R = 0.9988 

a calculated as the ratio between Imax and KM app best imated for 2S/N 

The obtained results indicated the possibility of using some of the newly isolated 
peroxidases (e.g. SPP) instead of HRP in bi-enzyme sensor designs, especially in cases
when the concentration of the target analyte is low, and therefore low detection limit 
and high sensitivities are crucial. 

4.2. AMINE OXIDASE-BASED BIOSENSORS FOR MONITORING OF FISH
FRESHNESS

Biogenic amines can act as possible biomarkers for control of food products [35-37]. 
Putrescine, cadaverine, tyramine and histamine are the most known compounds in this 
class, their concentration being a good indicator of fish, meat, and cheese freshness [38-
42]. Biogenic amines are generally produced by microbial decarboxylation of 
corresponding amino acids and their toxicological significance in food products is still 
unclear. However, they can cause severe effects, such as headache and facial flushing, 
even when consuming very small amounts of infested fermented beverages and/or food 
[43, 44]. Many enzymatic methods have been developed for measuring biogenic 
amines in blood, biological tissues and food products [45-51], most of them being 
based on amine oxidase (AO) which catalyses the following reaction (1): 

R-CH
2
-NH

2 + H
2
O + O

2 → R-CHO + H
2
O

2 + NH
3 (1)

We recently reported on the development, characteristics, and application of 
amperometric graphite electrodes based on a newly isolated and characterised AO, both 
in a mono- [30] and bi-enzymatic (co-immobilised AO and HRP) design [3 1], either in 
the presence or in the absence of an electrochemical mediator (Os-based redox 
polymer). The grass-pea AO used during this work is a newly described copper-
containing enzyme, which besides the metal ions also contains an organic cofactor with 
a quinoid structure (topa quinone) in its catalytic site [52, 53], showing the possibility 
of transferring electrons directly to the graphite electrode [32], The working principle 
of the mediated mono- and bi-enzyme biosensor architectures is presented in schemes 5 
and 6, respectively. 
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Scheme 5. Electron-transfer pathway for a mono-enzyme histamine electrode. 

Scheme 6. Electron-transfer pathway for a bi-enzyme histamine electrode. 

Mono- and bi-enzyme electrodes were prepared following previously published 
protocols [30, 3 I]. Briefly, unmediated electrodes were prepared by placing a defined 
amount of A0 (6 µ1 of 5 mg/ml in phosphate buffer at pH 7.2) or 6 µl of a premixed 
solution of AO and HRP (80 % AO and 20 % HRP; AO, as above, HRP 1.25 mg/ml in 
phosphate buffer pH 7.2). When integrating these enzymes in redox polymers, a 
premixed solution of AO, PVI13dmeOs and PEGDGE (66.3 % AO, 27 % PVI13dmeOs
and 6.7 % PEGDGE, w/w %) was added on the top of the electrodes. Electrodes were 
cured overnight at 4 °C. The working potential of the mono-enzyme electrodes was
+200 mV vs. Ag/AgCl while bi-enzyme electrodes were operated at -50 mV vs.
Ag/AgCl, regardless using a direct or a mediated electron-transfer mechanism.

Generally, the bi-enzymatic electrodes showed considerably improved sensitivity 
(e.g. 0.073 A/Mcm2 for histamine) and lower detection limits (e.g. 0.33 µM for 
histamine, 2S/N) as compared with the mono-enzymatic ones (0.007 A/Mcm2 and 2.2 
µM, respectively), especially in the presence of the electrochemical mediator (optimum 
composition of the sensing film; 49 %AO, 12 % HRP, 19.5 YO PVI13dmeOs and 19.5 %
PEGDGE,W/W%).

The optimised redox hydrogel integrated bi-enzyme biosensor could be also applied
for the measurement of biogenic amines in extracts of fish samples stored in different 
conditions (at 4 and 25 °C, respectively). 
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Figure 7. Monitoring of biogenic amines in fish sample extracts stored in different 
conditions. The total amine concentration is expressed in histamine equivalents. 

Internationally established regulation accept a maximum level of histamine in fish of 
200 - 400 mg/kg [36]; as seen, the sample stored at room temperature already attained 
this value after 4 days of storage, showing thus, that the developed electrode is effective 
to screen food samples (detection limit: 0.33 µM for histamine, 0.17 µM putrescine and 
cadaverine, respectively at a sample throughput of 30 samples/hour). Interestingly, the 
different sensor designs display different selectivity patterns [30, 3 13. The selectivity of 
the mono-enzymatic electrode for the biogenic amines decreased according to the row: 
histamine >> agmatine > spermidine > ethylenediamine > putrescine > cadaverine > Z,
E-2-butene- 1,4-diamino dihydrochloride. While the selectivity of the bi-enzymatic
electrodes was following the order: putrescine > spermidine > cadaverine > histamine > 
agmatine > Z, E-2-butene-1,4-diamino dihydrochloride > ethylenediamine. By 
comparing these selectivity patterns it is obvious that using both types of electrodes it is 
not only possible to determine the sum of the biogenic amines, but also histamine alone 
with high specificity. 

4.3. ALCOHOL BIOSENSORS BASED ON ALCOHOL DEHYDROGENASE 

The importance of aliphatic alcohols and especially ethanol determination in clinical, 
industrial, food and environmental analysis, coupled with the generally high selectivity 
displayed by biosensors, resulted in the development of redox enzyme-based
atnperometric alcohol electrodes [54-56]. Alcohol oxidase [56-59], NAD+ -dependent
alcohol dehydrogenase [60-62], PQQ-dependent alcohol dehydrogenase [33, 63] are the
most studied enzymes in this context, all displaying inherent advantages and 
disadvantages. Alcohol oxidase is catalytically active for a range of short chain 
aliphatic alcohols including methanol, whereas NAD+-dependent alcohol
dehydrogenase is more specific for primary aliphatic and aromatic alcohols other than 
methanol [64] but requires the addition of its soluble cofactor that complicates the 
analysis system. 

The present examples describes the development of biosensors based on a newly
isolated quinohaemoprotein alcohol dehydrogenase from Gluconobacter sp. 33 which
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contains several cofactors (haem and pyrroloquinolin quinone /PQQ, denoted QH-
ADH). Three different biosensor designs have been tested and optimised: (i) Type I 
electrodes were based on the enzyme simply adsorbed on the electrode surface (direct 
electron transfer) (see scheme 7a), (ii) Type II electrodes integrated the enzyme into an 
Os-modified redox polymer (mediated electron transfer) (see scheme 7b), and (iii) Type 
III electrodes entrapped the same enzyme into a conducting polymer network 
(polypyrrole) (see scheme 8). 

Scheme 7a Electron-transfer pathway for Type I QH-ADH electrodes. 

Scheme 7b. Electron-transfer pathway for Type II QH-ADH electrodes. 

Scheme 8. Electron-transfer pathway for Type Ill QH-ADH electrodes. 
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The ethanol sensors were prepared as follows: Type I, screen printed graphite 
electrodes were coated with 1 µL of QH-ADH (2.5 mg/ml in 50 mM sodium acetate
buffer, at pH 6.0 and 100 mM KC1) and dried overnight at 4 °C in refrigerator. Type II, 
screen printed graphite electrodes were prepared by placing the same amount of a 
premixed solution of QH-ADH, redox polymer and crosslinker/PEGDGE (36 % QH-
ADH, 57 % PVI13dmeOs and 7 % PEGDGE, w/w % When preparing type III 
electrodes, QH-ADH has been entrapped into a polypyrrole film during its
electrochemical-induced formation following a potential-pulse profile as previously 
described [33]. A solution containing 2.5 mg/ ml QH-ADH, 100 mM pyrrole and 100 
mM KCl was used for the electrochemical formation of the conducting film by
applying 30 potential pulses from 950 mV (Is) to 350 mV (10s). 

The calibration plots for ethanol obtained for the Type I and Type II electrodes
operated at +300 mV vs. Ag/AgCl showed typical Michaelis Menten profiles (see 
figure 8). However, Type II electrodes were characterised by increased sensitivity due
to a more efficient electron-transfer pathway in the presence of the polymer-bound Os-
mediator. The response of the optimised redox hydrogel-based biosensor was linear in
the range 5 - 100 µM and displayed a detection limit of 0.97 µM ethanol (defined as
2S/N ratio). 

Figure 8. Calibration curves for ethanol obtained for Type I (QH-ADH, o ) and II (QH-
ADH-PVI13dmeOs-PEGDGE, ) electrodes. Experimental conditions: batch system,
applied potential+300 mV vs. Ag/AgCl. 
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Type III electrodes were based on a direct electron-transfer between the polypyrrole
(PPy) entrapped QH-ADH and a platinised Pt-electrode or glassy carbon via the
conducting-polymer network [33]. These electrodes displayed very different
bioelectrochemical characteristics as compared with Type I and II ones, as discussed 
below more in details. 

Figure 9. Calibration curves for ethanol obtained for Type III electrodes in the presence 
(o ) or absence (   ) of QH-ADH. In the absence of QH-ADH, bovine serum albumin was
used. Experimental conditions: batch system, applied potential +300 m V vs. Ag/AgCl. 

The multi-subunit enzyme has been integrated into the polymer film in an active 
conformation, demonstrated by the current generated in the presence of ethanol and 
phenazine methosulphate (PMS) as a free-diffusing redox mediator (constant-potential
amperometry). Although the diffusion of the mediator into the QH-ADH/PPy film may 
be slow due to the properties and morphology of the conducting-polymer network, a 
current-concentration curve could be obtained saturating at about 5-6 mM of ethanol. 
Addition of ethanol - in the absence of any free-diffusing redox mediator - up to 
concentrations of 100 mM, gave rise to an unexpected increase of the steady-state
current. This observed current was attributed to a possible internal electron-transfer
pathway involving the different enzyme-integrated redox sites (PQQ and haem), 
located in the different subunits of the enzyme. It was therefore anticipated that the 
alcohol is primarily oxidised via the PQQ-site, which might be regenerated in a 
subsequent step by heam reduction of the haem units located in subunits I and II. 
Control experiments using the enzyme adsorbed at a platinised Pt-surface did not show 
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a significant catalytic current and hence clearly demonstrated the efficient electron-
transfer pathway via the conducting polymer chains. Since a direct electron transfer 
implies by definition, that the redox reaction should occur close to the formal potential 
of the involved active site, cyclic voltammograms have been recorded in oxygen-free
50 mM acetate buffer containing different ethanol concentrations. The increase of a 
redox wave at potentials of +190 mV (haem oxidation) supported this hypothesis. The 
co-operative action of the enzyme-integrated prosthetic groups - PQQ and haem- is
assumed to allow this electron-transfer pathway from the enzyme’s active site to the
conducting polymer backbone. This unusual electron-transfer pathway leads to an 
accentuated increase of the K app-value (up to about 100 mM in dependence from the
polymer-film thickness and the electrode material [33]) and hence to a significantly
increased linear detection range of an ethanol sensor based on this enzyme. 

By changing the electrode material from Pt to glassy carbon a similar electron-
transfer pathway via the conducting polymer chains could be obtained. In figure 9, the 
related calibration plot recorded on glassy carbon type III electrodes for increasing 
ethanol concentrations is shown, characterising the described ethanol sensor by a linear 
range of up to about 25 mM, a sensitivity of 4.54 µA/M, and an apparent KM

aPP of 80.86 
mM.

Comparing the calibration curves obtained with the studied electrode types one can 
see the great flexibility regarding the linear range offered by the different 
immobilisation methods. The presented alcohol biosensors fulfil requirements for very 
different Km values, from 62 µM (electrodes type I) and 170 µM (electrodes type 11) up 
to 80 mM (electrodes type III based on glassy carbon) and 100 mM (electrodes type III
based on platinum). The three different ethanol sensors clearly demonstrated the 
different electrochemical characteristics one can obtain using various sensor 
architectures, and thus the possibility of their tailoring for a particular application. 

5. Enzyme-based amperometric biosensors for monitoring in different 
biotechnological processes 

Although, as mentioned, biosensors are not yet widely spread in food and beverage 
industry, a number of enzyme-based electrodes have already been successfully applied 
to monitor fermentation processes, the biosensors being an essential part of a process 
control system. It has to be accentuated that the biosensors themselves, are only parts of 
the entire analysis system, where other components for sampling, for elimination of 
contamination, for sample transport, etc. are of equal importance. A detailed discussion 
of this subject is, however, beyond the scope of this chapter. 

Biosensors have been considered for this application mainly because of their 
versatility offering the possibility of easy and automated on-line monitoring, replacing 
thus, off-line analysis which involved manual sampling and sample handling steps. 
Biosensors proved to be the right tools and therefore have been also used to develop 
feedback control strategies [84-90]. The implementation of the biosensor in the 
technological line is made usually in one of the following ways: 

123



Elisabeth Csöregi et al 

the target substrate is directly-detected (in-situ) in the fermenter. The practical 
requirements for an in-situ biosensor, such as: sterilisation possibility, 
adequate measuring range, resistance to membrane fouling, have so far not 
been entirely met, which has precluded the widespread application of this 
approach [84]. Due to these requirements, measurements in an external flow 
stream or in on-line systems are more often applied. However, a mediated 
amperometric glucose biosensor for the in-situ monitoring of a pulse-fed
baker’s yeast cultivation on defined medium was already reported [85]. The 
biosensor displayed an improved stability (4 days of continuous use) and 
extended working range (up to 20 g/I). Also, an autoclavable glucose 
biosensor was used to monitor in-situ the fed-batch fermentation of 
Escherichia coli [ 84]. 
the target substrate is sampled via a flow-injection system and is detected 
using an amperometric biosensor. A split-stream flow-injection analysis 
system was described for the simultaneous determination of glucose and L-
glutamine in serum-free hybridoma bioprocess media. In this approach the 
system assayed 12 samples/h with a linear response to glucose in the range of 
0.03 to 30 mM [86]. 
the target substrate is sampled from the fermenter using a microdialysis system 
and is detected subsequently with a biosensor housed in a flow-injection
system, The microdialysis system provides a cell-free dialysate while the flow-
injection system permits a high sampling rate. Such a system was used to 
monitor glucose and lactate (up to 70 mM) in lactic acid fermentation of 
Lactobacillus delbrueckii. The sensor system monitored glucose and lactate 
concentrations during a 24 h long fermentation process, without any 
interfering signals, as confirmed with a conventional (colorimetric) method 
[87]. The same fermentation process was also monitored by coupling the 
microdialysis sampling with a flow-through electrochemical cell housing both 
a glucose and a lactate biosensor. The system was characterised by a sampling 
frequency of 15 h-1 and a delay between sampling and detection of less than 3 
minutes. Obtained results were confirmed with a standard off-line analysis 
using HPLC [88]. An interesting study compared the characteristics of such 
analytical systems with those obtained for an off-line system, based on manual 
sampling and clean-up, and column liquid chromatography in combination 
with refractive index detection [89]. 
the target substrate is sampled via an automated analyser, passed through an 
oxidase-immobilised mini-reactor, monitoring the produced hydrogen 
peroxide by amperometry. Such a system was combined with a column 
switching valve downstream from the injector for monitoring of glucose, 
ethanol and glutamate during the fermentation of aged fish sauce in a 
fermenter loaded with Torulopis versatiles- immobilised beads [90]. 

An example from our laboratory illustrates the monitoring of glucose and ethanol 
during the fermentation process of Tokay wine (see Fig. 10). Commercially available 
glucose and ethanol biosensors were purchased from SensLab (Leipzig, Germany), 
integrated into an on-line sampling and detection system (OLGA, Institut Air 
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Bioanalytik, Göttingen, Germany [9 1]) and their characteristics were evaluated and 
compared with those obtained using reagentless biosensors developed in our 
laboratories (see section 4.3). 
As seen from the figure 10 the used sequential-injection analyser with integrated 
biosensors was able to follow the decrease of glucose and simultaneous increase of the 
ethanol concentration in the expected way. 

Figure 10. Monitoring of glucose and ethanol during the fermentation process of Tokay 
wine (see text for more details) 

6. Conclusions 

Many integrated biosensors fulfil the requirements for their analytical applications in 
food and beverage industry. Their bioelectrochemical characteristics (sensitivity, 
selectivity, and stability) combined with their simplicity in use and relative cheapness 
forecast a wide spread of these analytical tools in the field of production and control of 
various foodstuff and beverages. 

Acknowledgements

The authors thank the following organisations for financial support: the European 
Commission (Contract No. IC 15CT96-1008 and IC 15-CT98-0907), the Swedish 
Council for Forestry and Agricultural Research (SJSF), and Swedish National Board for 
Industrial and Technical Development (NUTEK). 

125



Elisabeth Csöregi et al 

References

1. Nunes, G.S. and Barcelo, D. (1998) Electrochemical biosensors for pesticide determination in food 
samples, Analysis 26, M156-Ml59.

2. Turner, A.P.F. and Newman, J.D. (1998) An introduction to biosensors, Spec. Publ. -R. SOC. Chem 

3. Loung, J.H.T., Bouvrette, P. and Male, K.B. (1997) Developments and applications of biosensors in 
food analysis, Trends Biotechnol. 15, 369-377.

4. Maines, A., Ashworth, D. and Vadgama, P. (1996) Enzyme electrodes for food analysis, Food
Technol. Biotechnol. 34,3 1-42.

5. Warsinke, A. (1997) Biosensors in food analysis, in Scheller, F.W., Schubert, F. and Fedrowitz, J. 
(eds.), Frontiers in Biosensorics II Fundamental aspects, BirkhSLuser Verlag, Basel, pp.121-139.

6. Campanella, L. and Tomassetti, M. (1996) Biosensors for food analysis in aqueous and non-aqueous
media, Food Technol. Biotechnol. 34, 131-141.

7. Wagner, G. and Schmid, R.D. (1990) Biosensors for food analysis, Food Biotechnol. 4, 215-240.
8. Marcus, R.A. and Sutin, N. (1985) Electron transfer in chemistry and biology, Biochim. Biophys. Acta 

9. Marcus, R.A. (1993) Electron-transfer reactions in chemistry. Theory and experiment (Nobel lecture), 
Angew. Chem. Znt. Ed. English 32, 1111-1121.

10. Marko-Varga, G., Emnéus, J., Gorton, L. and Ruzgas, T. (1995) Development of enzyme-based
amperometric sensors for the determination of phenolic compounds, Trends Anal. Chem. 14, 3 19-328.

1 1. Stredansky, M., Pizzariello, A., Stredanska, S. and Miertus, S. (1999) Determination of D-fructose in 
foodstuffs by an improved amperometric biosensor based on a solid binding matrix, Anal. Commun. 

12. Parades, P.A., Parellada, J., Fernandez, V.M., Katakis, I. and Dominguez, E. (1997) Amperometric 
mediated carbon paste biosensor based on D-fructose dehydrogenase for the determination of fructose 
in food analysis, Biosens. Bioelectron. 12, 1233-1243.

13. Leca, B. and Marty, J.L. (1997) Reusable ethanol sensor based on a NAD+ - dependent dehydrogenase 
without coenzyme addition, Anal. Chim. Acta 340, 143-148.

14. Ruzgas, T., Csbregi, E., EmnCus, J., Gorton, L. and Marko-Varga, G. (1996) Peroxidase-modified
electrodes: Fundamentals and application, Anal. Chim. Acta 330, 123-138.

15. Lindgren, A,, Tanaka, M., Ruzgas, T., Gorton, L., Gazaryan, I., Ishimori, K. and Morishima, I. (1999) 
Direct electron transfer catalysed by recombinant forms of horseradish peroxidase: insight into the 
mechanism, Electrochem. Commun. 1, 171-175.
Zimmermann, H., Lindgren, A,, Schuhmann, W. and Gorton, L. (2000) Anisotropic orientation of 
horseradish peroxidase by its reconstitution on a thiol-modified gold electrode, Chemistry - A
European Journal, 6,592-599.

17. Csöregi, E., Jdnsson-Peterson, G. and Gorton, L. (1993) Mediatorless electrocatalytic reduction of 
hydrogen-peroxide at graphite electrodes chemically-modified with peroxidases, J. Biotechnol 30,

Gorton, L., Bremle, G., Csöregi, E., Jönsson-Peterson, G. and Persson, B. (1991) Amperometric 
glucose sensors based on immobilised glucose-oxidising enzymes and chemically modified electrodes, 
Anal. Chim. Acta 249, 43-54.

19. Vreeke, M.S. and Heller, A. (1994) Hydrogen peroxide electrodes based on electrical connection of 
redox centres of various peroxidases to electrodes through a three-dimensional electron-relaying
polymer network, in Usmani, M.U. and Akmal N. (eds.), Diagnostic Biosensor Polymers, ACS 
Symposium Series 556, Washington, pp. 180-192.

20. Munteanu, F.D., Lindgren, A., Emnéus, J., Gorton, L., Ruzgas, T., Csöregi, E., Ciucu, A., Huystee, 
R.B., Gazaryan, I.G. and Lagrimi, L.M. (1998) Bioelectrochemical monitoring of phenols and 
aromatic amines in flow injection using novel plant peroxidases, Anal. Chem. 70,2596-2600.
Gáspár, S., Popescu, I.C., Gazaryan, I.G., Bautista, A.G., Sakharov, I.Y., Mattiasson, B. and Csöregi, 
E. (2000) Biosensors based on novel plant peroxidases; a comparative study, Electrochim. Acta in 
press.

22. Razumas, V., Kazlauskaite, J. and Kulys, J. (1992) Bioelectrochemistry of microperoxidases, 
Bioelectrochem. Bioenerg. 28, 159-1 76. 

167, pp.13-27.

81 1,265-322.

36, 57-61.

16.

3 15-3 17. 
18.

21.

126



Amperometric enzyme-based biosensors for application in food and beverage industry 

23.

24.

Tatsuma, T. and Watanabe, T. (1991) Peroxidase model electrodes: haem peptide modified electrodes 
as reagentless sensors for hydrogen peroxide, Anal. Cbem. 63, 1580-1585.
Csöregi, E., Gorton, L., Marko-Varga, G., Tüdös, A.J. and Kok, W.T. (1994) Peroxidase-modified
carbon-fiber microelectrodes in flow-through detection of hydrogen-peroxide and organic peroxide, 
Anal. Chem. 66-71,3604-3610.
Kulys, J. and Schmid, R.D. (1990) Mediatorless peroxidase electrode and preparation of byenzyme 
sensors, Bioelectrochem. Bioenerg. 24, 305-3 1 1. 
Kenausis, G., Chen, Q. and Heller, A. (1997) Electrochemical glucose and lactate sensors based on 
"wired" thermostable soybean peroxidase operating continuously and stable at 37 °C, Anal. Chem. 69,

27. Lindgren, A., Emnéus, J., Ruzgas, T., Gorton, L. and Marko-Varga, G. (1997) Amperometric detection 
of phenols using peroxidase-modified graphite electrodes, Anal. Chim. Acta 357, 5 1-62.

28. Heller, A. (1990) Electrical wiring of redox enzymes, Acc. Cbem. Res. 23, 128-134.
29. Heller, A. (1992) Electrical connection of enzyme redox centers to electrodes, J Phys. Chem. 96,

30. Niculescu, M., Frébort, I., Pec, P., Galuska, P., Mattiasson, B. and Csöregi, E. (2000) Amine oxidase 
based biosensors for histamine detection, Electoanalysis, 5, 369-375.

31. Niculescu, M., Nistor, C., Frébort, I., Pec, P., Mattiasson, B. and Csöregi, E. (2000) Redox hydrogel 
based amperometric bienzyme electrodes for fish freshness monitoring, Anal. Chem., 72, 1591-1597.

32. Niculescu, M., Ruzgas, T., Nistor, C., Frebort, I., Sebela, M., Pec, P., Mattiasson, B. and CsOregi, E. 
(2000) Electrooxidation mechanism of biogenic amines at amine oxidase modified graphite electrode, 
Anal. Chem., in press. 
Ramanavicius, A,, Habermiiller, K., Csöregi, E., Laurinavicius, V. and Schuhmann, W. (1999) 
Polypyrrole entrapped quinohaemoprotein alcohol dehydrogenase. Evidence for direct transfer via 
conducting polymer chains, Anal. Chem. 71, 3581-3586.

34. Appelqvist, R., Margo-Varga, G., Gorton, L., Torstensson, A. and Jönsson, G. (1985) Enzyme 
determination of glucose in a flow system by catalytic oxidation of the Nicotinamide coenzyme at a 
modified electrode, Anal. Chim. Acta 169,237-239.
Yang, X. and Rechnitz, G.A. (1995) Dual Enzyme Amperometric Biosensor for Putrescine with 
Interference Suppression, Electroanalysis 7, 105-1 08. 
Chemnitius, G.C. and Bilitewski, U. (1996) Development of screen-printed enzyme electrodes for the 
estimation of fish quality, Sens. Actuators B 32, 107-1 13. 
Draisci, R., Volpe, G., Lucentini, L., Cecilia, A,, Frederico, R. and Palleschi, G. (1998) Determination 
of biogenic amines with an electrochemical biosensor and its application to salted anchovies, Food
Chem. 62,225-232.

38. Chemnitius, G.C., Suzuki, M. and Isobe, K. (1992) Thin-film polyamine biosensor: substrate 
specificity and application to fish freshness determination, Anal. Chim. Acta 263, 93-1 00. 

39. Male, K.B., Bouvrette, P., Luong, J.H.T. and Gibbs, B.F. (1996) Amperometric biosensor for total 
histamine, putrescine and cadaverine using diamine oxidase, J. Food Sci. 61, 1012-1016.

40. Volpe, G. and Mascini, M. (1996) Enzyme sensors for determination of fish freshness, Talanta 43,

41. Yano, Y., Yokoyama, K., Tamiya, E. and Karube, I. (1996) Direct evaluation of meat spoilage and a 
progress of ageing using biosensors, Anal. Chim. Acta 320.269-276.

42. Bouvrette, P., Male, K.B., Luoung, J.H.T. and Gibbs, B.F. (1997) Amperometric biosensor for diamine 
using diamine oxidase purified from porcine kidney, Enz. Microb. Technol. 20,32-38.

43. Taylor, S.L., Hiu, J.Y. and Lyons, D.E., (1984)Toxicology of scombroid poisoning, in Ragelis, E.P. 
(ed.); Seafood Toxins, ACS Symposium Series 262, Washington, pp 417-430.

44. Stratton, J.E., Hutkins, R.W. and Taylor, S. (1991) Biogenic amines in cheese and other fermented 
foods: a review, J. Food Protect. 54, 460-470.

45. Karube, I,, Satoh, I., Araki, Y. and Suzuki, S. (1980) Monoamine oxidase electrode in freshness testing 
of meat, Enzyme and Microbial Technolog 2, 117-120.

46. Matsumoto, T., Suzuki, O., Katsumata, Y., Oya, M., Suzuki, T., Nimura, Y. and Hattori, T. (1981) A 
New Enzymatic Assay for Total Diamines and Polyamines in Urine of Cancer Patients, J. Cancer Res. 
Clin. Oncol. 100, 73-84.
Stevanato, R., Mondovi, B., Sabatini, S. and Rigo, A. (1990) Spectrophotometric assay for total 
polyamines by immobilised amine oxidases, Anal. Chim. Acta 273, 391-397.

25.

26.

1054-1060.

3579-3587.

33.

35.

36.

37.

283-289.

47.

127



Elisabeth Csöregi et al 

48. Gasparini, R., Scarpa, M., Di Paolo, M.L., Stevanato, R. and Rigo, A. (1991) Amine oxidase 
amperometric biosensor for polyamines, Bioelectrochem. Bioenerg. 25, 307-3 15. 

49. Gasparini, R., Scarpa, M., Vianello, F., Mondovi, B. and Rigo, A. (1994) Renewable miniature 
enzyme-based sensing devices, Anal. Chim. Acta 294, 299-304.

50. Xu, C.X., Marzouk, S.A.M., Cosofret, V.V., Buck, R.P., Neuman, M.R. and Sprinkle, R.H. (1997) 
Development of a diamine biosensor, Talanta 44, 1625-1632.

51. Tombelli, S. and Mascini, M. (1998) Electrochemical biosensors for biogenic amines: a comparison 
between different approaches, Anal. Chim. Acta 358,277-284.

52. Sebela, M., Luhovti, L., Frébort, I., Hirota, S., Faulhammer, H.G., Stuzka, V. and Pec, P. (1997) 
Confirmation of the presence of a Cu(II)/topa quinone active site in the amine oxidase from fenugreek 
seedlings, J. Exp. Bot. 48, 1897-1907.

53. Sebela, M., Luhovl, L., FrCbort, I., Faulhammer, H.G., Hirota, S., Zajoncová, L., Stuzka, V. and Pec, 
P. (1998) Analysis of active sites of copper/topa quinone-containing amine oxidases from Lathyrus 
odoratus and Lathyrus sativus seedlings, Phytochem. Anal. 9,211-222.

54. Nanjo, M. and Guibault, G.G. (1975) Amperometric determination of alcohols, aldehydes and 
carboxylic acids with an immobilised alcohol oxidase enzyme electrode, Anal. Chim. Acta 75, 169-
180.

55. Baratti, J., Courdec, R., Cooney, C.L. and Wang, D.I.C. (1978) Preparation and properties of 
immobilised methanol, Biotechnol. Bioenerg. 20, 333-348.

56. Vijayakumar, A.R., CsCiregi, E., Heller, A. and Gorton, L. (1996) Alcohol biosensors based on coupled 
oxidase-peroxidase systems, Anal. Chim. Acta 327, 223-234.

57. Kulys, J. and Schmid, R.D. (1991) Bienzyme sensors based on chemically modified electrode, 
Biosens. Bioelectron. 6, 43-48.

58. Gorton, L., JOnsson-Pettersson, G., Csöregi, E., Johansson, K., Domlnguez, E. and Marko-Varga, G. 
(1992) Amperometric biosensors based on an apparent direct electron-transfer between electrodes and 
immobilised peroxidases, Analyst 117, 1235-1241.

59. Johansson, K., Jdnsson-Pettersson, G., Gorton, L., Marko-Varga, G. and Csöregi, E. (1993) A 
reagentless amperometric biosensor for alcohol detection in column liquid-chromatography based on 
co-immobilised peroxidase and alcohol oxidase in carbon-paste, J. Biotechnol. 3 1,301-3 16. 
Miyamoto, S., Murakami, T., Saiti, A. and Kimura, J. (1991) Development of an amperometric alcohol 
sensor based on immobilised alcohol-dehydrogenase and entrapped NAD +, Biosens. Bioelectron. 6,

61. Wang, J., Gonzalez-Romero, E. and Reviejo, A.J. (1995) Improved alcohol biosensor based on 
ruthenium-dispersed carbon-paste enzyme electrodes, J. Electroanal. Chem. 353, 113-120.

62. Wang, J. and Liu, J. (1 993) Fumed-silica containing carbon-paste dehydrogenase biosensors, Anal.
Chim. Acta 284, 385-391.

63. Ikeda, T., Kobayashi, D., Matsushita, S., Sagara, T. and Niki, K. (1993) Bioelectrocatalysis at 
electrodes coated with alcohol-dehydrogenase, a quinohaemoprotein with haem-c serving as a built-in
mediator, J. Electroanal. Chem. 361, 221-228.

64. Woodward, R. (1990) Advances in autotrophic microbiology and one-carbon metabolism, in G.A. 
Codd et al. (eds.), Kluwer Academic, Dordrecht, pp. 193-225.

65. Niu, J. and Yang, L.J. (1999) Renewable-surface graphite-ceramic enzyme sensors for the 
determination of hypoxanthine in fish meat, Anal. Commun. 36, 81-83.

66. Campanella, L., Pacifici, F., Sammartino, M.P. and Tomassetti, M. (1998) New organic phase 
bienzymatic electrode for lecithin analysis in food products, Bioelectrochem. Bioenerg. 47, 25-38.

67. Leochel, C., Chemnitius, G.C. and Borchardt, M.Z. (1998) Amperometric bi-enzyme based biosensor 
for the determination of lactose with an extended linear range, Z. Lebensm.-Unters. Forsch. A 207, 

68. Nouguer, T. and Marty, J.L. (1997) Reagentless sensors for acetaldehyde, Anal. Lett 30, 1069-1080.
69. Vrbova, E., Marek, M. and Ralys, E. (1992) Biosensor for the determination of L-lysine, Anal. Chim. 

70. Belghith, H., Romette, J.L. and Thomas, D. (1987) An enzyme electrode for on-line determination of 
ethanol and methanol, Biotechnol. Bioenerg. 30, 1001-1005.

71. Sarkar, P., Tothill, I.E., Setford, S.J. and Turner, A.P.F. (1999) Screen-printed amperometric 
biosensors for the rapid measurement of L- and D- amino acids, Analyst 124, 865-870.

60.

563-567.

3 8 1-385.

Acta 279, 131-136.

128



Amperometric enzyme-based biosensors for application in food and beverage industry 

72. Amine, A,, Patriarche, G.J., Marrazza, G. and Mascini, M. (1991) Amperometric determination of 
glucose in undiluted food samples, Anal. Chim. Acta 242,91-98.

73. Wei, D., Lubrano, G.J. and Guilbault, G.G. (1995) Dextrose sensor in food analysis, Anal. Lett. 28,

74. Xie, X., Kuan, S.S. and Guilbault, G.G. (1991) A simplified fructose biosensor, Biosens. Bioelectron. 

75. Castano, M.J.L., Ordieres, A.J.M. and Blanco, P.T. (1997) Amperometric detection of ethanol with 
poly-(0-phenylenediamine)-modified enzyme electrodes, Biosens. Bioelectron. 12, 5 1 1-520.

76. Sprules, S.D., Hartley, I.C., Wedge, R., Hart, J.P. and Pittson, R. (1996) A disposable reagentless 
screen-printed amperometric biosensor for the measurement of alcohol in beverages, Anal. Chim. Acta 

Serra, B., Reviejo, A.J., Parrado, C. and Pingarron, J.M. (1999) Graphite-Teflon composite bienzyme 
electrode for the determination of L-lactate: application to food samples, Biosens. Bioelectron. 14,

78. Groom, C.A., Luong, J.H.T. and Masson, C. (1993) Development of a flow injection analysis-
mediated biosensor for sulphite, J. Biotechnol. 27, 117-127.

79. Kinnear, K.T. and Monbouquette, H.G. (1997) An amperometric fructose biosensor based on fructose 
dehydrogenase immobilised in a membrane mimetic layer on gold, Anal. Chem. 69, 1771-1775.

80. Nunes, G.S., Skladal, P., Yamanaka, H. and Barcelo, D. (1998) Determination of carbamate residues in 
crop samples by cholinesterase-based biosensors and chromatographic techniques, Anal. Chim. Acta 

81, Montagne, M. and Marty, J.L. (1995) Bi-enzyme amperometric D-lactate sensor using macromolecular 
NAD+, Anal. Chim. Acta 315, 297-302.

82. Bilitewski, U., Chemnitius, G.C., Ruger, P. and Schmid, R.D. (1992) Miniaturised disposable 
biosensors, Sensors and Actuators B 7, 351-355.

83. Cerro, M.A., Cayuela, G., Raviejo, A.J. and Pingarron, J.M. (1997) Graphite-Teflon-peroxidase
composite electrodes. Application to the direct determination of glucose in musts and wines, 
Electroanalysis 9, 1 113-1 119. 

84. Phelps, M.R., Hobbs, J.B., Kilburn, D.G. and Turner, R.F.B. (1995) An autoclavable glucose biosensor 
for microbial fermentation monitoring and control, Biotechnol. Bioeng. 46, 5 14-524.

85. Bradley, J. and Schimd, R.D. (1991) Optimisation of a biosensor for in-situ fermentation monitoring of 
glucose-concentration, Biosens. Bioelectron. 6, 669-674.

86. Meyerhoff, M.E., Trojanowicz, M. and Palsson, B. (1993) Simultaneous enzymatic electrochemical 
determination of glucose and L-glutamine in hybridoma media by flow-injection analysis, Biotechnol.
Bioeng. 4 1, 964-969.

87. Suzuki, M., Kumagai, T. and Nakashima, Y. (1999) On-line monitoring system of lactic acid 
fermentation by using integrated enzyme sensors, Kagaku Kogaku Ronbunshu 25, 177-1 81. 

88. Min, R.W., Rajendran, V., Larsson, N., Gorton, L., Planas, J. and Hahn-Hagerdal, B. (1998) 
Simultaneous monitoring of glucose and L-lactic acid during a fermentation process in an aqueous 
two-phase system by on-line FIA with microdialysis sampling and dual biosensor detection, Anal.
Chim. Acta 366, 127-135.
Buttler, T., LidBn, H., Jönsson, J.A., Gorton, L., Marko Varga, G. and Jeppsson, H. (1996) Evaluation 
of detection and sample clean-up techniques for on- and off-line fermentation monitoring, Anal. Chim. 

90. Chen, R.L.C. and Matsumoto, K. (1995) Sequential enzymatic monitoring of glucose, ethanol and 
glutamate in bioreactor fermentation broth containing a high-salt concentration by a multichannel 
flow-injection analysis method, Anal. Chim. Acta 308, 145-151.
Schuhmann, W., Wohlschläger, H., Huber, J., Schmidt, H.-L., Stadler, H. (1995) Development of 
Fermentation Processes an Extremely Flexible Automatic Analyzer with Integrated Biosensors for on-
line Control of, Anal. Chim. Acta. 315, 113-122.

1173-1 180. 

6,49-54.

329,215-221.
77.

505-513.

362, 59-68.

89.

Acta 324, 103-1 13. 

91.

129



This page intentionally left blank.



SUPPORTED LIPID MEMBRANES FOR RECONSTITUTION OF 
MEMBRANE PROTEINS 
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SE - 901 87 Umeå, Sweden 

Abstract

Various methods for creation of supported lipid membranes suitable for incorporation 
of membrane proteins are described, including Langmuir-Blodgett techniques, self-
assembly of thiolipids and/or phospholipids and fusion of vesicles. Practical
applications that are discussed include ligand-receptor binding, immunosensing
devices, membrane fluidity, ion-selective sensors and signal transduction from 
reconstituted membrane proteins. 

1. Introduction 

Scientists have been fascinated by the delicate structure of the cell membrane ever since 
the first indications of a bilayer structure were demonstrated [1]. This is not surprising 
since the plasma membrane that embraces all living cells is essential for life itself. 
Firstly, it serves as a selective filter that controls the entry of nutrients into the cell and 
the exit of waste products out of the cell. Moreover, the intra- and extra cellular fluids 
are generally quite dissimilar although the separating membrane is only a few 
nanometer thick. The concentration difference gives rise to an electrostatic trans-
membrane potential that plays an essential role in a variety of biological processes 
including transport, bioenergetics and the propagation of nerve impulses. 

The delicate balance is regulated by membrane proteins solvated in the 
phospholipid bilayer. Some of the membrane proteins have enzymatic functions 
whereas others serve as specific receptors or transporters. The integral membrane 
proteins are tightly bound to the hydrophobic part of the lipid bilayer and in most cases 
span the whole membrane, whereas the peripheral membrane proteins are bound only 
to one or the other face of the membrane. 

Little is known about the function of many of these membrane proteins, whereas 
others are well known for their high selectivity. The challenge to the scientific 
community is therefore to find methods to create artificial plasma membranes, where 
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membrane proteins can be incorporated without loss of activity with the aim of 
studying their specific functions or in the development of biosensing devices,

2. Objective 

2.1. THE PLASMA MEMBRANE 

The lipid bilayer in the plasma membrane is composed mainly of three types of lipids 
where the phospholipids are the most abundant, but there are also significant amounts 
of cholesterol and glycolipids. The mixture of lipids in the inner and outer monolayers 
of the plasma membrane are different and a large variation is also prevalent in the lipid 
composition in membranes of different types of cells. The reason for the large variation 
in lipid composition is in most cases not well understood. The lipid bilayer is fluid and 
it is known that the presence of cholesterol increases the fluidity, elasticity and 
mechanical stability of the lipid bilayer and moreover it is believed to decrease the
permeability of small water-soluble molecules. 

One family of the glycolipids is the gangliosides, which contributes with up to 10% 
of the total lipid mass in the nerve cell membrane. The ganglioside, G M1, for instance,
binds bacterial toxins and has been used as a model receptor in supported lipid 
membranes to signal for cholera toxins [2-7]. The main function for the gangliosides is 
obviously not to signal for cholera toxin, but probably to serve as receptors in the 
signalling between cells. The surface of a biological cell membrane is covered with a 
layer of charges, that might be up to 20 nm thick. The contribution to this surface
charge layer comes from a non-uniform ion distribution near the membrane surface that 
is governed by ordinary coulombic surface interactions, but also other ion-surface
affinities that are not electrostatic to their nature. The dipole potential of zwitterionic 
amphiphiles must also be taken into account when considering the electrostatic 
potentials of the surface region [8]. The net charge of the biological membrane is most 
often negative and the charge density is rather low, typically -(0.02-0.2)C*m -2 . The
electrostatic membrane surface potential plays an important role in the processes of 
membrane interaction, recognition and solute binding. 

The discussion above underlines the complexity of the biological membrane and the 
problems the architect of an artificial lipid membrane faces. The quest to build a 
structure that totally mimics the plasma membrane in all its details is overwhelming. 
Instead one has to focus on the creation of an overall structure, which possesses the 
most important characteristics of the living cell membrane. The artificial membrane 
should therefore consist of a continuous bilayer of phospholipids where the inner core 
is composed of the hydrocarbon chains and the hydrophilic head groups in both leaflets 
are facing an aqueous environment. Furthermore, the phospholipids should be able to 
diffuse freely within the two monolayers. This is of vital importance for the long term 
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stability of the artificial bilayer since it would impose self-healing properties to the 
bilayer. A fluid membrane is also of greatest significance for the successful 
incorporation of an active membrane protein. 

It has been observed that the composition of the lipid layers is not of crucial
importance for a successful incorporation of an active membrane protein. This is rather 
surprising considering the great effort Nature has taken to vary the lipid composition in 
the biological membrane. In practice, artificial cell membranes rarely consist of more 
than a few different phospholipids and in many cases only one has been used. 
Therefore they are much more homogeneous than the real plasma membrane and in 
some respects they differ significantly from the forerunner. The net surface charge of 
the artificial bilayer membrane is for instance often rather large and can vary between -
0.4 and + 0.4 C*m-2 and the effective interfacial width is only around 0.6 nm [8]. 
Furthermore, in many cases only one side of the biomimetic membrane faces an 
aqueous phase whereas the other one faces a solid support. 

2.2. 1, Unsupported artificial bilayer membranes 

Two types of unsupported synthetic cell membranes have been used successfully for 
decades in experimental studies: Firstly, it has long been recognised that a solution of 
phospholipids under special conditions spontaneously forms uni- or multi-lamellar
vesicles consisting of one or several hundred concentric lipid bilayer membranes. The 
size of the vesicles varies within large limits and they are sometimes classified 
according to their size. Thus D.D. Lasic distinguishes between large multilamellar 
vesicles (MLV’s), and large and small unilamellar vesicles (LUV's and SUV's) [9] and 
this terminology is also adopted in this paper. Vesicle studies have found many 
applications both in theoretical and experimental sciences, i.e.; topology investigations 
of two-dimensional surfaces in three-dimensional space, phase transition studies in two 
dimensions, artificial photosynthesis, drug delivery and medical diagnostics, etc. In 
biochemistry and biology the focus is on reconstitution of membrane proteins into 
artificial membranes and the study of model biological membranes. The long term 
stability of the vesicles is good but since it is an unsupported membrane the bioactivity 
of incorporated proteins cannot always be investigated in a straightforward way. 

Secondly, so called black lipid membranes can easily be formed by painting a lipid 
solution across an aperture in a hydrophobic septum that separates two aqueous phases. 
In the pioneering work by Mueller et al variations in the dielectric properties of such an 
artificial membrane caused by spontaneous adsorption of various water-soluble
macromolecules was reported [10]. Although these types of BLM provide excellent 
models for biological membranes they suffer from some severe drawbacks. The total 
surface area is small, typically less than 1 mm 2 , most often only low protein densities 
can be reconstituted into them. Furthermore, they rarely last more than a few hours. 
Less fragile painted lipid membranes can be formed on polycarbonate ultrafiltration 
membranes for use in FIA-systems [ 1 1 -13].

133



Britta Lindholm-Sethson

2.2.2. Supported artificial bilayer membranes (s-BLMs)

Originally, s-BLMs were introduced in investigations of the immune system
particularly in studies of cell-cell and cell-membrane interactions and in an early review 
H.M. McConnell and co-workers point out the bright future for supported lipid 
membranes in cellular recognition events. The authors underline that the most 
important assignment is to find a technique to assemble fluid lipid bilayers, where 
integral membrane-spanning proteins can be incorporated with retained mobility and 
activity [14]. 

The stabilised biomembranes on solid supports permit long-termed investigations in 
contrast to the classical BLM. This is essential for fundamental membrane research but 
also in many practical applications [ 15,16]. Various techniques to create s-BLMs, with 
or without reconstituted membrane proteins, have been suggested in the literature and 
the details will be discussed in the forthcoming sections. However, firstly a brief outline 
is given. 

2.2.2.1. Formation of s-BLMs. One suggested method is the building up of the 
biomembrane step by step on the electrode surface with either Langmuir-Blodgett, LB, 
techniques or self-assembly of amphiphiles or a combination of both [ 17-20]. Another 
method is to fuse small unilamellar vesicles to either supported phospholipid 
monolayers [21] or alkylated surfaces [22] or to incubate them with a hydrophilic
surface [23]. When the correct thermodynamic conditions prevail, i.e. an attractive 
surface and/or the vesicles are under tension, a supported lipid bilayer results. 

Different methods are proposed for creation of supported lipid membranes 
contacted by an aqueous phase on both sides to meet the requirement for a successful 
incorporation of membrane proteins. One suggestion involves the self assembly of
ordered lipidic monolayers separated from the planar gold support with a hydrophilic 
spacer, This monolayer can serve as a support for consecutive Langmuir-Blodgett
transfers, vesicle fusion [24] and/or formation of the second layer by detergent dilution 
[25]. Tien et al. have reported the self assembly of agar-gel supported bilayer
membranes [26,27]. Sackmann et al have recently reported the combined LB and 
Langmuir-Schäfer, LS, transfer of phospholipid monolayers to a solid substrate covered
with a water - swellable polymer film covalently linked to the surface [28]. 

2.2.2.2. Reconstitution of membrane proteins into the membrane. Langmuir-Blodgett
techniques are not well suited for reconstitution of membrane proteins into artificial 
membranes, because of the risk for denaturation of the protein at the air/water interface.
An alternative method is fusion to a solid support of unilamellar vesicles containing 
proteins [29]. Other methods include the prefabrication of a biomimetic structure and
subsequent detergent dilution of a detergent solubilised protein [30] or to contact the 
preformed bilayer membrane with proteo-vesicles [3 1]. 

2.2.3. Various methods of investigation 

Deposition of the lipid-protein film on a planar support enables a number of different 
methods for investigation of the lipid membrane and/or the biological activity of 
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reconstituted membrane proteins. Here I will give only a brief introduction to a few of 
them and others will be introduced in the forthcoming chapters. 

X-ray diffraction techniques have been widely used in determination of the structure 
of biological membranes. Hence, X-ray diffraction was employed to reveal details on 
the nature of the binding between an integral membrane protein, i.e.: a photoreaction 
center and an anionic lipid [32]; and the thickness and structure of films prepared from 
membrane lipids extracted from Archaebacteria [33]. Furthermore, this technique in 
combination with neutron reflectivity [34] made an estimation possible on the lipid 
head group hydration of a floating surface biotin-functionalised lipid monolayer that 
was bound to a monomolecular layer of the protein streptavidin [35]. Infrared 
spectroscopy is another appealing method for structural investigation of these systems. 
Accordingly, in a phosphatidic acid multilayer film the tilt angle of the alkyl chains was 
determined and from observation of dichroism in the infrared spectra it was indicated 
that the incorporated peptide gramicidin was in a channel forming conformation [36]. A 
single supported planar bilayer carries too little material to give a measurable signal in 
Solid State NMR. However, with the phospholipid bilayers deposited on silica beads in 
an aqueous suspension this problem was circumvented and it was possible to use NMR 
to investigate the dynamics of the partly structured water film between the solid support 
and the phospholipid headgroups [37]. 

With the Surface Forces Apparatus the interactions between two lipid layers can be 
measured with a method suggested for development of suitable lipid compositions for 
liposomes in drug delivery systems [38] and in Atomic Force Microscopy one could 
get a “snapshot” of the surface morphology of for instance an arachidic acid Langmuir-
Blodgett (LB) film with incorporated glucose oxidase [39]. In biospecific interaction 
analysis surface plasmon resonance [40] and the shear acoustic waveguide [41] are two 
techniques that have both attracted attention in these systems. 

Nevertheless, electrochemical techniques are considered more convenient and also 
more simple then the other techniques. This is particularly correct for signal 
transduction in biosensing devices. With an artificial membrane residing on an 
electrode surface the bioactivity of reconstituted proteins can in many cases easily be 
detected and transformed to an electrical signal. This is obvious for an oxidase, 
provided the electrons from the reduced protein find their way to the electrode and the 
oxidation current can be distinguished from the background. Moreover, a 
conformational change of a membrane protein located close to the electrode surface 
causes capacitive charging currents that can be detected with amperometry [42]. 
Another example is activation of an ion channel located in a highly resistant supported 
membrane. This imposes a change in the permeability of the membrane that can be 
detected for instance with electrochemical impedance spectroscopy, EIS [43]. 

EIS is acknowledged as an attractive technique for the characterisation of surface 
processes and is therefore frequently employed. It is particularly suitable for judging 
the quality of a deposited lipid bilayer since it provides a means to estimate the 
membrane resistance and capacitance, even in the presence of an ongoing 
electrochemical reaction. However, with respect to EIS some words of warning are 
called for. The method involves the application of a small-amplitude alternating voltage 
in a wide frequency range. The current response is characterised by the different time 
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constants of the relaxation processes that are prevailing. This might involve the mass 
transport in an ion channel, the charging of the double layer capacitance in the 
electrolyte/electrode interface or the diffusion of an electroactive ion to the electrode 
surface. Two different methods are available to interpret the impedance spectra, both of 
them rely on a proper identification of exactly what is going on. In the first case a 
physical model is evaluated and the corresponding flux equations are solved [44]. 
Thereafter, the impedance data are fitted to the resulting equation. In the other case an 
equivalent circuit is proposed, most often consisting of resistances and capacitances in 
series and/or in parallel, reflecting the different suggested processes. Provided, the 
assumptions are correct, data fitting in both cases gives information on the 
electrochemical events in the interface. However, if the wrong equivalent circuit is 
chosen, data fitting yields numbers of little or no value, even in cases with good 
correlation between fitted and measured data. A general rule is: the more elements in 
the equivalent circuit the larger is the risk for misinterpretation. The best practice is to 
perform various experiments on the system, with different conditions [45]. 

3. s-BLMs in close contact with the solid support 

Supported bilayer membranes that are deposited directly on solid support, glass or 
metal, are described in this section. 

3.1. LANGMUIR-BLODGETT FILMS ON SOLID SUPPORTS 

One of the most attractive methods to manipulate thin films at the molecular level is the 
Langmuir-Blodgett technique [ 18, 46-48]. Briefly, the technique involves spreading of 
water insoluble molecules at the surface of an aqueous subphase that fills a Teflon basin 
to the brim. On top of the tray one or more movable and in most cases hydrophilic 
barriers reside. The surface confined molecules are trapped inside a surface area that is 
defined by the walls of the trough and the position of the barriers. Thus it is possible to 
exactly control the mean molecular area of a single molecule to Ångström precision. In
commercial troughs it is possible to slowly compress the monolayer to a predetermined 
surface pressure. The electronic circuits hold the target surface pressure at a constant 
level by small movements of the barriers back and forth. The compressed monolayer 
can then be transferred to a suitable substrate simply by moving it slowly and 
perpendicularly through the air/water interface as in the Langmuir-Blodgett, LB, 
techniques or by a horizontal dip as in the Langmuir-Schaefer, LS, techniques. 

A monolayer consisting of phospholipids, or any other type of amphiphile, 
spontaneously orients itself at the air/water interface with the hydrophilic head groups 
solvated in the aqueous phase and the hydrophobic carbon chains pointing out into the 
air. If a hydrophilic substrate is withdrawn from the subphase, the phospholipid 
monolayer is transferred head down to the substrate and one half of an artificial cell 
membrane is obtained on the solid support. By dipping the substrate up and down 
through the compressed monolayer it should be possible to build multilayer films, at 
least theoretically. Two consecutive strokes should yield a complete phospholipid 
bilayer with a precisely controlled composition and surface concentration (Fig. 1). 
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Figure 1. Deposition of multilayers by the Langmuir-Blodgett technique: a) first 
immersion, b) first withdrawal, e) second immersion, d) .second withdrawal. Reprinted 
with permission from: Langmuir-Blodgett films, Roberts, G.G. (ed), Plenum press, New 
York, 1990, figure 2.10. page 28.

3.1. 1. Pure phospholipid films 

Thus, almost thirty years ago Procairone and Kauffman describes the electrical 
properties of bilayers of distearoyl phosphatidylcholine, DSL, in vacuum [49]. The 
bilayers were produced with Langmuir - Blodgett techniques and this was the first 
study on basic electrical properties of thin phospholipid films on solid support. They
found a room temperature capacitance for the DSL bilayer within the range 0.35 - 0.40
µF*cm-2 and could also observe phase transitions.

The close resemblance to biological membranes has made LB films very attractive
to bioscientists. However, reality does not always agree with theory and it is 
unfortunately found that phospholipids in most cases do not deposit as bilayer 
structures. Usually, there is no problem with transfer of the first monolayer. However 
when attempting to transfer the second layer to complete the bilayer, the first 
monolayer transfers back to the air/water interface [ 18]. The problem is recognised as 
the poor adhesion of the first monolayer of phospholipids to the substrate. In some 
instances this has been circumvented by a combination of LB and LS techniques 
[50,5 1]. 

Factorial experimental design was used in an ambitious endeavour to improve the 
adhesion of the first phospholipid monolayer to glass, platinum and chromium support. 
The aim of the work was to find optimum conditions for subsequent deposition of the 
next phospholipid monolayer in the formation of stable bilayers on solid supports 
composed of biologically relevant phospholipids [ 19,20,52]. An appropriate 
composition of lipids was found with significant amounts of phosphatidylcholine that 
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showed good adhesion to platinum surfaces. Furthermore, the presence of cholesterol 
was found to greatly improve the stability of the monolayer. The reason for this is not 
clear but the authors speculate on a condensing effect of cholesterol on the monolayer 
or that cholesterol is less hydrated than any phospholipid and thus less water is co-
deposited. Another suggested explanation is that cholesterol counterbalances phase 
separation in the mixed phospholipid monolayer. 

3.1.2. s-BLMas receptor surface 

A monolayer consisting of a 1:1 mixture of dipalmitoylphosphatidylcholine and
dimyristoylphosphatidic acid was transferred to a chromium electrode covered with 
cadmium arachidate and the membrane capacitance was recorded as polylysine was 
added to the subphase [53]. A significant decrease in the membrane capacitance 
iridicates the adsorption of the protein to the membrane surface and demonstrates the 
function of the phospholipid head groups as a receptor surface. 

3.1.3. s-BLM with ion channels and/or ionophores 

The ionophore valinomycin is a mobile ion carrier that transports potassium ions across 
a lipid bilayer down its electrochemical gradient, by picking up the ion on one side of 
the membrane and delivering it at the other. Valinomycin-phospholipid multilayer LB-
films consisting of three bilayers were transferred onto platinum wires [54]. With
potassium in the subphase a significant decrease in the film impedance was obtained, 
which was interpreted as the presence of an active potassium binding valinomycin 
within the film. 
Similarly, a mixed lipid/ionophore monolayer transferred to a silanised silicon electrode
has shown good potential in development of admittance based sensors with selective
response to various cations. Thus, a potassium ion sensor has been reported [55] and 
also a calcium selective ion sensor both with detection limits of ca. 1*10-6 M [56]. In
the latter work the sensor showed a competitive response manifested in a decreasing
calcium signal when other cations were present. The selective response of membranes 
with several ionophores was also investigated, where the different cations had their 
“own” ionophore. The response was additive, indicating a non-competitive response. 

3.1.4. s-BLM with other integral membrane proteins 

Microsomal cytochrome b, is a ubiquitous electron transport protein supplying 
electrons to oxidative enzymes. The anchor sequence penetrates only half the thickness 
of the membrane, which makes it suitable for LB-transfer. Thus in an early work, the 
LB-transfer of a proteolipid monolayer consisting of a mixture of 
dipalmitoylphosphatidyl-choline, and cytochrome b 5 to a platinum wire was reported 
[57]. Identical cyclic voltammograms revealed that the transferred film was stable for 
at least 48 h and a selective response was found for electron transfer to certain acceptor 
dyes. A plausible reason for the selectivity is the electrostatic interaction between the 
charged dye molecules and the negatively charged functional groups on the protein 
surface.
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3.2. VESICLE FUSION 

Langmuir-Blodgett techniques are in most cases not suitable for simultaneous 
deposition of lipid monolayers and integral proteins. The method has been applied 
successfully only with small ionophores and integral proteins that only span half the 
cell membrane as in the articles cited in the previous section. The obvious reason is that 
spreading mixtures of large integral proteins and phospholipids at the air/water 
interface imposes a risk for denaturation of the protein. 

An alternative and very attractive method was presented by Brian and McConnell, 
comprising the incubation of small unilamellar vesicles, SUV, with alkylated or 
unalkylated glass coverslips to form planar membranes [58]. Lateral diffusion 
coefficients for the phospholipids were obtained from fluorescence recovery after 
photobleaching and showed that the membrane was fluid. When the glass slides were 
incubated with vesicles containing the transmembrane protein H-2Kk a planar 
membrane was formed on the surface where the reconstituted protein clearly was 
recognised by precursor cytotoxic T cells. However, the integral membrane protein did 
not show any measurable mobility which indicates that the protein interacts strongly 
with the supporting substrate. Thus, a facile way to investigate immunological 
responses utilising supported lipid bilayer membranes was demonstrated for the first 
time. However, a qualitative evaluation could not be carried out since the protein was 
immobilised. The paper soon acquired successors and the progress of the work is 
discussed in the forthcoming sections. 

3.2.1. LB/hesicle method and/or direct fusion 

3.2. I. 1. Structure, fluidity and formation of s-BLMs. A monolayer of dipalmitoyl 
phosphatidic acid was transferred to an ATR-plate head-down with LB-techniques and 
was subsequently incubated with a SUV solution. The formation of a planar bilayer 
membrane and the subsequent adsorption of a local anaesthetic, oxybutylprocaine were 
monitored in situ with Attenuated Total Reflection, ATR Spectroscopy [59]. It was 
concluded that the adsorption of the anaesthetic did not involve significant penetration, 
because of the small lipid loss, 10%, upon desorption. In later work the same group 
describes the structure and stability as determined with FTIR-ATR of the same type of 
supported bilayer. The mean molecular area of the phospholipids, the hydrocarbon 
chain order, and in some cases the chain tilt were reported [60]. 

In an original paper on a new application of neutron reflectivity, SUVs were 
prepared from dimyristoylphosphatidylcohline with or without perdeuterated 
hydrocarbon chains. These were fused on quartz surfaces to form stable bilayer 
membranes. Specular reflection of neutrons was used for the first time to investigate the 
structure of a single lipid bilayer. Selective deuteration of the lipids provided the 
necessary conditions for an estimation of the thickness of the total bilayer, the head 
group and the hydrocarbon chain. In addition, the chain tilt angle and the degree of 
lipid hydration could be calculated and the presence of a thin water film between the 
lipid membrane and the quartz surface was verified and its thickness was determined to 
30 + _10Å [61]. 
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This is in good agreement with the later findings by Kalb and Tamm, who employed 
vesicles containing a fluorescent lipid and fused them on a LB monolayer. The 
photobleaching experiments revealed that both halves of the bilayer were at least partly 
mobile [21]. This was interpreted as indicating the presence of a thin aqueous film in 
between the bilayer and the solid support, which is good news for successful 
incorporation of membrane proteins. With cytochrome b 5 in the vesicles the formation 
rate of the bilayer increased and the formation of multilayers was suppressed. 
Furthermore, a significant fraction of the membrane protein was mobile but with a very 
small diffusion coefficient, i.e.:100 times smaller than expected [29]. In addition, in a 
recent NMR study of supported lipid bilayer on silica beads in an aqueous suspension it 
has been shown that the lipids in the inner leaflet diffuse about 50% slower than those 
in the outer layer [62]. 

Figure 2. Schematic representation of possible mechanisms for planar bilayer formation 
from vesicles on hydrophilic and hydrophobic surfaces. Reprinted from: Puu, G. and 
Gustafson, I. (1997) BBA Biomembr. 1327, 149-161 with permission from Elsevier 
Science

The observation of the increased fusion rates for vesicles with incorporated proteins as 
compared to pure vesicles, conforms well with studies on forces and molecular 
mechanisms linked to bilayer adhesion and fusion made with the surface force 
apparatus [63]. The authors concluded that the major force leading to direct bilayer 
fusion is hydrophobic interaction and they also suggest that one of the causes for fusion 
activation is local stress in the bilayer. The reconstitution of proteins into the vesicle 
probably causes an disclosure of the internal hydrophobic carbon chains and also 
locally stressed defects which both will assist fusion. 

Vesicle fusion kinetics were recently investigated by G. Puu et al and accordingly 
an enhanced fusion rate was observed with proteins in the vesicles. The investigation 
comprised factorial experimental design with the option to identify factors important 
for adhesion and stability of the supported lipid bilayer [64]. Different mixtures of 
membrane forming lipids were employed in combination with proteins. Important 
factors for a successful formation of stable bilayer films were the underlying solid 
support and the presence of saturated phospholipids in the vesicles. It was also found 
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that addition of calcium ions to the electrolyte had a crucial influence on fusion kinetics 
(Fig. 2). 

Most membrane proteins carry a net charge or have an inhomogeneous charge 
distribution and are therefore expected to impose an electric field on adjacent 
phospholipids in the bilayer. In order to explore the effect of an electric field on a fluid 
lipid membrane, mixed bilayers containing charged and uncharged fluorescent probes 
were deposited onto microslides. In a two-dimensional microelectrophoresis 
experiment the mobility of the probe molecules in an electric field was estimated and 
also the frictional forces due to electroosmosis [65]. In a similar experiment, SUVs 
were produced from lipids with head groups that were either neutral or carried a net 
negative charge. The SUVs were incubated with a glass coverslip and a fluid bilayer 
was obtained consisting of a homogeneous mixture of phospholipids of different 
charges. When the model membrane is subjected to an electric field the charged 
molecules start to drift in the membrane until an equilibrium is reached. A 
thermodynamic model for the concentration distribution in the steady state is developed 
and confirmed with experiments. The resulting concentration profile that develops in 
the electric field is determined by, for instance, the number of carbon chains in the 
migrating phospholipid or the effect of lateral electrostatic interactions within the lipid 
layer [66]. 

3.2.1.2. s-BLM with membrane proteins. 
Lactose permease is a transmembrane polypeptide, that carries lactose into the cell. The 
active transport is driven by the proton gradient across the membrane and one proton is 
co-transferred with every lactose molecule. Protein lactose permease was reconstituted 
into vesicles of Escherichia coli lipids, which afterwards were incubated with the 
Ta205/Si02/Si heterostructures on an ISFET to form supported bilayer membranes 
with reconstituted lactose permease on the pH-sensitive surface [67]. When lactose was 
injected in the electrolyte facing the outer leaflet of the membrane, a rapid response was 
obtained, that was interpreted as originating from the active co-transport of lactose and 
protons across the membrane, thus changing the pH in the interface. 

In a number of papers G. Puu and co-workers have demonstrated the usefulness of 
fusion of SUV on solid substrates [4,23,42,64,68]. Thus, stable bilayers could be 
formed from SUV with one of the following reconstituted proteins: bacteriorhodopsin, 
acetylcholinesterase, and the nicotinic acetylcholine receptor or cytochrome c oxidase. 
The vesicles were incubated with either a plain platinum support or a platinum surface 
covered with an LB-transferred monolayer of phospholipids. All reconstituted proteins 
possessed initial activity and bacteriorhodopsin and acetylcholine esterase retained their 
biological activity for several weeks [42]. In a recent publication, lipidic membranes 
containing biotinylated bacteriorhodopsin and the nicotinic acetylcholine receptor were 
formed on silicon support with vesicle fusion. The biotinylated proteins were labelled 
with streptavidin conjugated to colloidal gold. The subsequent atomic force microscopy 
in air showed that neither of the proteins forms aggregates within the membrane 
structure [68]. 
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Figure 3. Schematic diagram of the bacterial photosynthetic reaction center in a bilayer
membrane. The three protein subunits (L, M, and H) and the relevant junctional 
components, the special pair primary electron donor, P, and the primary quinone acceptor
QA are indicated. The RC is depicted in an orientation that is consistent with a mechanism 
in which the vesicles fuse to the glass support by opening out. Reprinted from: Salafsky, J., 
Groves, J. T and Boxer, S.G. (1996) Biochemistry 35, 14773-14781 with permission from 
American Chemical Society. 

A photosynthetic reaction center, RC, is a small transmembrane protein that
accomplishes the initial photoinduced charge separation steps in photosynthesis. Light 
energy is transformed into a charge separation across the cell membrane with a 
resulting electro-chemical gradient that stores the energy. The internal charge separated 
state, P+ QA-, is created by electron transfer from an electron donor site, P+ , to a quinone 
acceptor, QA-, that is subsequently reduced by reduced cytochrome c. In the
development of preparation strategies for supported fluid membranes containing 
orientated proteins, vesicle fusion was performed on planar glass coverslips with SUVs 
containing oriented RC, [69] (Fig. 3). In photobleaching experiments it was revealed
that the phospholipids in the supported membrane were mobile, but the RC was
immobilised. The recombination kinetics of P+ QA- were monitored after a laser pulse in 
the presence or absence of ferrous cytochrome c. It was revealed that the protein was 
active and that more than 90 % of the protein had the desired orientation. 
Three proteins, each with a glycan-phosphatidyl inositol, GPI, linkage were tethered to 
phospholipid vesicles which were fused with clean glass coverslips. The aim was to 
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investigate the possibilities to fabricate surfaces consisting of laterally separated 
membrane patches of different and precisely controlled compositions Y. Proteins, 
bound to supported membranes via a GPI linkage are not immobilised. Hence, when 
the bilayer was subjected to an electric field, migration of the charged proteins 
commenced and concentration profiles were created. In some regions a protein density
approaching close-packing was achieved and the experiments clearly showed that a 
precise manipulation of the spatial distribution was possible [70]. 

High resistance supported bilayer membranes were obtained by fusion of positively 
charged unilamellar vesicles and subsequent annealing to 60°C onto optically 
transparent semiconductor indium- tin oxide (ITO) planar electrodes. The surface of the 
electrode is negatively charged at the current pH, which promotes the fusion. 
Gramicidin or porin were reconstituted into the preformed supported planar membrane 
with a novel technique by incubation with a solution of vesicles containing the 
polypeptide. The transfer rate of gramicidin from the proteo-vesicles into the supported 
membrane was monitored with impedance spectroscopy. It was found that the 
membrane resistance decreased as a function of time, indicating a successful 
reconstitution of the protein into the supported bilayer [31].

The annexins constitute a class of ubiquitous membrane proteins that are known to 
bind strongly to anionic phospholipids in cell membranes in a calcium-dependent
manner. The cellular role of this peripheral protein is not well understood and in a 
recent study supported lipid membranes were used to shed some light on the protein 
function. Model membranes consisting of phosphatidylserine and phosphatidylcholine 
were formed by fusion of SUV on glass coverslips and were later exposed to calcium 
ions and annexin V. The effect of annexin V binding to the fluidity of a planar 
supported lipid bilayer was investigated with photobleaching experiments and it was 
found that both the protein and phosphatidylserine were totally immobilised whereas 
the lateral mobility of phosphatidylcholine was significantly slowed down. This is in 
good accordance with a proposed model for the protein interaction with the cell 
membrane, i.e. : that annexin V forms a proteolipid complex, comprising an extended 
two-dimensional crystalline network that interacts strongly with phosphatidylserine. 
Thus, one of the functions of this particular membrane protein is to diminish the 
mobility of other membrane proteins and thus modulate their activities [71]. 

3.2.2. Hybrid bilayer membranes (HBMs) 

The other route to form bilayer systems on planar supports with vesicle fusion as 
suggested by Brian and McConnell has been employed in a number of papers [58]. The 
method comprises fusion of phospholipid vesicles onto alkylated supports, as for 
instance gold electrodes modified with alkanethiols. In these cases a hybrid bilayer 
membrane, HBM, is formed where one half of it is immobile and anchored to the gold 
surface via a covalent bond. The obvious drawback is that only the outermost layer is 
mobile and the biomimetic surface is probably not optimal for incorporation of 
membrane-spanning proteins. However HBM is useful in studies of biological events 
that concern interactions at only one side of the lipid membrane, such as cellular 
immune responses or specific receptor-ligand bindings. 
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Figure 4. Schematic representation of the modification of the surface. The gold coated 
device surface is rendered hydrophilic by self-assembly of a thiol monolayer. 1) Addition 
of biotinylated vesicles results in the spontaneous formation of a lipid bilayer on the 
hydrophilic surface. 2) streptavidin is attached to the surface through binding to biotin 
molecules. 3) a biotinylated antibody is coupled to streptavidin via one of the remaining 
streptavidin binding sites and 4) the surface is regenerated on addition of detergent. 
Reprinted from: Gizeli, E., Liley, M., Lowe, C.R. and Vogel, H. (1997) Anal. Chem. 69, 
4808-4813 with permission from American Chemical Society. 

3.2.2.1.  HBM as receptor surface and in immunological responses 
HBM is a good candidate for investigations of ligand binding to receptors, particularly 
since the structure of the membrane allows the receptors to be mobile in the outer 
leaflet. Thus, Stelzle et al reported on molecular recognition of biotin by the bacterial 
protein streptavidin [72] where biotin was bound to the outermost membrane of the 
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HBM with a lipid anchor. In a similar system specific adsorption of neutravidin to the 
biotinylated membrane was reported [73]. 

As mentioned previously, the gangliosides represent receptor functions at the cell
surface and among them, G M1 has been used as a model in many studies, With the
ultimate goal of developing lipid-based receptors on solid supports, HBM were formed 
by fusion of unilamellar vesicles consisting of a mixture of phospholipids and GM1 on
gold surfaces modified with alkanethiol [3]. The specific binding of cholera toxin to the 
membrane was monitored with surface plasmon resonance and a binding constant in 
good agreement with literature values was estimated. Later and in similar systems the 
ganglioside-peanut agglutinin [6], the ganglioside-lectin and ganglioside-toxin
interactions were investigated [5]. 

Self-assembly of mercaptoundecanol on a gold surface produced a hydrophilic 
interface where vesicles were readily fused to form a lipid bilayer containing 3 mol% 
biotinylated phospholipids [74]. The specific binding of streptavidin and the subsequent 
binding of biotinylated antibodies were monitored with a shear acoustic waveguide.
The device constitutes an acoustic immunosensor that successfully detects rabbit anti-
goat IgG in the concentration range 3*10 -8 - 10-6 M (Fig. 4).
To study specific interactions of various lipophilic ligands with their analytes HBMs 
were formed by fusion of SUV on an octadecane-thiol self-assembled monolayer on a 
gold surface [75]. Thereafter, small acylated ligands (<1000 Da) were inserted into the 
preformed membrane simply by injection of dilute solutions across the preformed 
HBM. For larger molecules the vesicles had to be loaded with the receptor before 
incubation with the hydrophobic gold surface. The specific bindings of cry toxin and 
glycopeptide antibiotics were observed with surface plasmon resonance and kinetic 
analysis of the interactions at the model membrane was performed. 

Another interesting investigation where HBM have been utilised involves the 
specific interactions of a lipid-anchored antigenic peptide with antibodies[76]. The 
current lipopeptide carried a peptide sequence analogous to one of the capsid proteins 
of the picorna virus causing foot- and-mouth decease in cattle. The specific binding of 
the monoclonal antibody to the peptide part of the lipopeptide was investigated and was 
reasonably well fitted to a Langmuir isotherm. Non-specific interactions are suppressed 
due to the lateral mobility of the lipids and lipopeptides in the outer leaflet of the HBM. 

3.2.2.2. HBM and membrane proteins. 
Melittin is a polypeptide consisting of 26 amino acids and constitutes the dominant 
component in bee venom. When it binds to the lipid bilayer it can effect cell death 
through pore formation. Phospholipid vesicles were fused on thiolated gold electrode 
surfaces and the permeability of the HBM was probed by performing cyclic 
voltammetry with ferrocyanide in solution. It was shown that the presence of melittin in 
solution decreases the insulating properties of  HBM  [77]. 

Bacteriorhodopsin, BR, is a light driven proton pump where a single photon induces 
a conformational change that results in the transport of a proton from the inside to the 
outside of the cell. HBMs were formed by incubation of BR containing purple 
membrane fragments with a thiolated gold surface. The activity of BR was certified as a 
light induced electrical current with a maximum coinciding with the adsorption 
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maximum of bacteriorhodopsin. Moreover, in the same paper, the activity of three 
different types of reconstituted cationic ion pumps, i.e.: P-type ATPase was 
investigated. The ion pumps were activated by the creation of a swift concentration 
change of ATP, whereas transient electrical currents were observed [22]. 

Figure 5. Schematic diagram of the proposed model of the lipid structures after the fusion 
of proteo-vesicles onto a thiolipid monolayer. A) BR molecules are inserted in the hybrid 
bilayer membrane. B)Vesicles are not fused completely; BR is mainly located in the 
unfused ureas of the vesicles. Reprinted from:Steinem, C., Janshoff A,, Galla, HJ and 
Sieber, M. (1 997)Bioelectrochem. Bioenerg. 42, 213-220 with permission from Elsevier 
Science.

In a later work bacteriorhodopsin was again employed as a model protein, when SUVs 
containing the membrane protein were fused on gold electrodes modified with the 
thiolipid: 1,2-dimyristoyl-sn-glycero-3-phosphothioethanol [78]. The objective was to 
construct a hybrid bilayer where the transmembrane protein could be inserted (Fig. 5). 
Upon irradiation of the supported lipid layer at various pH’s photocurrents were 
detected with a maximum at pH 6.4 in good agreement with what is expected from 
literature values. However, the authors conclude that a perfect hybrid bilayer was not 
formed and BR is probably located in unfused vesicles as indicated in Fig. 5B. The 
important message is that a successful incorporation of transmembrane proteins in 
supported bilayer membranes, probably requires that both the upper and lower leaflets 
of the membrane are mobile. 

The prime function of the membrane protein acetylcholinesterase, ACTHase, is to 
enzymatically hydrolyse acetylcholine to acetate and choline. It is a suitable membrane 
protein to incorporate in HBM systems since it does not span the membrane. It can be 
found in red blood cells were it is linked to the outer leaflet of the lipid bilayer. Hence, 
a membrane suspension of red blood cell ghosts was incubated with a hydrophobic 
alkanethiol gold electrode surface and the fusion was monitored with ellipsometry, 
surface plasmon resonance and AFM [79]. An increase in the thickness of the hybrid 
structure of 30 - 40 Å, was obtained, indicating that a single layer of cell membrane was 
formed on the hydrophobic surface. The activity of ACTHase was confirmed with 
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standard optical adsorbance measurements and it was shown that the protein retained its 
activity for several days. 

The peripheral membrane protein, pyruvate oxidase, Pox, was inserted in a HBM 
formed on a thiolated gold surface by lipid vesicle fusion. The reconstitution was 
accomplished by incubation with a reaction medium containing the protein, via its 
small amphiphatic α-helix [80]. Ferricinium methanol was used as an artificial electron 
acceptor and the apparent Michaelis Menten constants of Pox both for pyruvate and 
ferricium were estimated, in fair agreement to what can be deduced from the literature 
[81].

A series of papers by F.M. Hawkridge and co-workers are attributed to studies of 
cytochrome c oxidase incorporated in an HBM. The biomimetic membrane is formed 
by immersing a thiolated gold surface in a buffer solution of deoxycholate, 
phospholipids and cytochrome c oxidase. The deoxycholate is removed in a dialysis 
procedure and a lipid bilayer with a controlled orientation of the reconstituted 
cytochrome c oxidase is suggested to form spontaneously on the gold surface. Cyclic 
voltammetry shows that the enzyme can be oxidised and reduced directly at the 
electrode surface and the mediated oxidation of reduced cytochrome c was reported 
[82]. However, in a later publication [83] the modified electrode was incorporated in a 
FIA system and the amperometric response from enzymatic oxidation of reduced 
cytochrome c was recorded with increasing concentration. A continuous increase in 
current is clearly recognised, surprisingly without any observation of saturation even at 
concentrations far above the reported Michaelis Menten constant [84]. The enzyme 
kinetics was investigated further and a turn-over rate was found, that was significantly 
lower than literature values [85]. The poor accordance with literature values on enzyme 
kinetics indicates that an intact lipid bilayer with an incorporated protein probably is 
not prevalent. This is not surprising, and again it is highlighted that HBM probably 
does not provide the ideal conditions for large integral membrane proteins. In the living 
cell membrane this particular protein extends its extramembraneous parts 35 Å, into the 
aqueous phase on either side of the bilayer [86] which is not allowed for in this 
configuration.

3.3. SELFASSEMBLED BILAYERS ON SOLID OR GEL SUPPORTS 

A phospholipid bilayer spontaneously forms on a solid support provided the right 
conditions are chosen. Thus, Hongyo and colleagues report on the formation of a self-
assembled phospholipid/cholesterol bilayer on an agar support [87]. The incorporation 
of valinomycin into the membrane gave a large increase in conductance without 
affecting the capacitance. Oppositely, on adsorption of phloretin to the membrane 
surface the capacitance was affected more than the conductance. 

An alkylated gold film was covered with a drop of a lipid solution and the electrode 
compartment was filled with an electrolyte solution. The thinning of the film to a 
hybrid bilayer membrane was monitored with surface plasmon microscopy. The 
formation of the biomimetic membrane was shown to dramatically decrease the 
conductivity of the system and also to effectively suppress the oxidation of 
ferrocyanide [88]. 
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Figure 6. Upper: Schematic illustration of a cell assembly used for determining the 
electrical properties of supported planar lipid bilayers. A Plateau-Gibbs border, a torous 
of lipid solution surrounds the BLM. Lower: Enlarged views of supported BLM-based
probes. Showing on the left is a supported BLM on a metal substrate and on the right on 
agar gel. Reprinted from: Tien, H. T: and Ottova, A. L. (I 998) Electrochim. Acta, 43, 3587-
3610 with permission from Elsevier Science. 

Similar methodology as in the two preceding paragraphs has been adopted by a number 
of groups. Here I have chosen only two of them. Firstly: A small amount of lipid 
bilayer forming solution was spread on the surface of an indium oxide electrode and the 
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binding of cytochrome c was investigated. Cyclic voltammetry indicated three different 
modes of electron transfer related to three types of protein-membrane interactions [89]. 
Secondly: Si/SiO2 surfaces were silanised and a lipid monolayer containing various 
surface concentrations of crown-ether was formed on the hydrophobic surface by a self-
assembly procedure [90]. The crown-ether was provided with a carbon chain that links 
it to the lipid layer and the amount can easily be estimated with admittance 
measurements. Since the incorporation of the ionophore is slow, it can be monitored in 
real time and interrupted when the surface concentration has reached a predestined 
value. Thus the analytical range of the cation sensitive membrane can be precisely 
controlled.

An extremely simple method to produce lipid bilayers on metal supports was 
introduced by Tien and Salamon [91]. Firstly, a Teflon-coated metal-wire is introduced 
into a phospholipid solution where it is cut with a scalpel. Now, the phospholipid head 
groups spontaneously assemble on the exposed hydrophilic metal surface with the 
carbon chains pointing out into the aqueous phase. This renders the gold surface 
hydrophobic and a second layer is self-assembled on top of the first but with the 
opposite orientation (Fig. 6). The lipid coated metal wire is now transferred to an 
electrolyte solution where the lipid layer thins to a bilayer. 

Later the same group extended the method to agarose-supported membranes, 
resembling the earlier work by Hongyo et al. [87]. The procedure is roughly the same 
as the one described above. That is, a Teflon tubing was filled with a hot electrolyte 
solution containing 2.5% agarose and after cooling it was cut with a scalpel. The 
freshly cut surface was dipped into a BLM-forming solution for 30 s thereafter it was 
moved to an aqueous solution were the lipid layer was thinned to a bilayer. These salt 
bridge supported BLMs are stable with no significant change in the electrical properties 
for at least 48h [27,26]. The self-assembled bilayers formed on a hydrogel are better 
models for real biological membranes, than those supported directly on the rough metal 
surface. This is of special importance for biosensors that rely on incorporation of bulky 
transmembrane proteins. 

There are many interesting articles on biosensing devices based on the technology 
described in the two latest paragraphs. These are thoroughly reviewed by H.T. Tien and 
colleagues and the interested reader should consult them [92-96]. Thus there are 
investigations concerning: pH sensing, ion sensing, molecular sensing, immunological 
reactions, urea detection etc. Particularly I want to mention a cyanide minisensor 
consisting of s-BLMs on metal support containing methaemoglobin with low detection 
limits for cyanide, 4.9 nM and fast response time [97]; a metal-supported s-BLM
operative as an acetylcholine minisensor for determinations of environmental 
pollutants, such as organophosphorous Trichlorphon and eserine, by biotidavidin 
technology [98]; and finally an investigation concerning the effect on membrane 
conductance on an agar supported s-BLM, imposed by the presence of neuropeptides in 
the surrounding electrolyte [99]. 
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4. s-BLMs with an aqueous reservoir trapped between the solid support and the 
membrane

For supported lipid bilayers intended as a model systems for natural biological 
membranes where membrane proteins can be incorporated with retained activity it is 
beneficial that the membrane is surrounded with an aqueous phase. When the 
phospholipid layers are transferred directly onto a metal support, the membrane is only 
separated from the electrode surface with an ultrathin layer of water. This water film is 
sufficient to give mobility to the phospholipids in the inner leaflet of the bilayer. 

However, incorporated large membrane spanning proteins are immobilised which 
has an unfavourable effect on their activity. One elegant solution is the self-assembly of 
lipid bilayers on agarose as developed by H.T. Tien and described in the preceding 
section. However, although this method is superior in its simplicity and gives bilayer 
lipid membranes facing aqueous solutions on both sides, the technology does not allow 
precise manipulation of the composition of the bilayer. Moreover, the total membrane 
area is small, typically with a diameter of 1 mm. 

In this section I will focus on the attempts to build lipid bilayers linked to a solid 
support through an aqueous phase of significant thickness. The work presented below is 
divided in two sections: tethered lipid membranes and polymer cushioned lipid 
membranes.

4.1, TETHERED LIPID MEMBRANES 

A new class of lipids was introduced by H. Lang et al., [24,25] comprising the 
attachment of a hydrophilic spacer to the phosphate group of dipalmitoylglycero-
phosphatidic acid. Three ethylene glycol spacers of different lengths were employed, all 
terminated with a disulfide group. Thus, these so-called “thiolipids” can be covalently 
linked to a gold substrate in a simple self-assembling procedure. Various types of 
monolayers and bilayers were assembled and investigated with surface plasmon 
resonance and electrochemical techniques. It was found that the longer the spacer, the 
higher was the molecular integrity and also the optical density of the first monolayer. A 
monolayer of conventional phospholipids was spontaneously formed on top of the first 
thiolipid monolayer simply by exposing it to a lipid/detergent solution which was 
diluted stepwise below the critical micelle concentration of the detergent. Thus, 
supported phospholipid bilayers could be formed which were mechanically and 
chemically stable for several weeks. The capacitance of the planar gold-supported
membrane was in good accordance with solvent free planar unsupported black lipid 
membranes and therefore these systems were proposed as most suitable aspirants for 
incorporation of membrane proteins with large extramembraneous parts. In an ensuing 
paper the same group reports on the formation of 2D structured surfaces based on the 
combination of Langmuir-Blodgett and self-assembly techniques [ 100, 101] Briefly, 
the proposed method involves Langmuir-Blodgett transfer of a mixed monolayer 
consisting of phase separated palmitic acid and thiolipids to a planar gold surface. The 
fatty acid was washed away after transfer, exposing bare gold domains. These 2D 
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structured surfaces were further modified as described in the two forthcoming 
paragraphs.

In the first example the bare gold spots were modified with an antigen carrying an 
N-terminal cysteine. The thiol group in the cysteine links the peptide to the gold surface
via a covalent bond. The structured surface was exposed to either bovine serum 
albumin or the monoclonal antibody against the chemisorbed peptide. Surface plasmon 
resonance clearly indicated that the protein was specifically adsorbed on the 
hydrophobic thiolipids whereas the antibody interacted only with the peptide-covered
domains. This structured surface is suggested for development of multichannel 
biosensors.

In a second application, 2 1 -mercaptoheneicosanol was self-assembled on the gold 
domains and then the surface was incubated with vesicles. Surface plasmon 
micrographs indicate that a phospholipid monolayer is deposited on top of the thiolipid 
monolayer and that a phospholipid bilayer is formed on the hydroxyl thiols. The 
domains of phospholipid bilayers are suggested as suitable hosts for incorporation of 
transmembrane proteins since the phospholipids in both leaflets are most likely mobile. 
This is not the case for the mixed bilayers with thiolipids in one plane and conventional 
phospholipids in the other. 

The formation of a 2D structure was also obtained in a different approach where a 
squared micropattern on a gold electrode surface made it possible to self-assemble lipid 
"anchor" molecules in small wells 20x20 µm large and separated by 200 µm. The
remaining part of the gold surface was modified with mercaptoethanol and the surface 
was incubated with LUV, whereby a lipid membrane was formed with a membrane 
capacitance of 0.9 µF cm-2. Two types of ionophores were incorporated in the 
membrane and their expected selective responses for various cations were verified 
[ 102,1031. 

A paper following essentially the same line as the work by Vogel and co-workers,
was recently published where the first leaflet of the supported bilayer membrane 
consists of thiolipids supplied with a hydrophilic spacer composed of three ethoxy 
groups and terminated by a thiol group. A sulphur-gold bond links the thiolipid to the 
gold substrate and the second monolayer was formed by vesicle fusion. With 
valinomycin incorporated in the bilayer the electrode shows a selective response to 
potassium ions as compared to sodium ions [104]. 

R. Naumann and co-workers [105-107] presented another variant on the same 
theme. Firstly, a helix forming hydrophilic peptide was functionalised with a terminal 
sulphur group. Then it was covalently attached to a planar gold surface forming an 
almost complete monolayer. In the next step, the free terminal carboxylic group of the 
immobilised peptide was activated and coupled to a phospholipid, whereby an 
imperfect monolayer of thiolipids was formed, with only 70% coverage. In the last step 
the thiolipid monolayer was incubated with vesicles with or without reconstituted ATP 
synthase and a complete monolayer of phospholipids was formed. With proteins in the 
vesicles, surface plasmon resonance measurements indicate an increased membrane 
thickness as compared to the pure bilayer. 

ATP synthase, also called F0F1ATPase, works in two reversible directions and 
couples ion movement to ATP synthesis or hydrolysis. Square wave voltammetry was 
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employed to investigate the activity of the incorporated protein. The lipid layer is 
exposed to ATP at increasing concentrations and an increasing peak is observed at 
negative potentials which is interpreted as reduction of protons to hydrogen at the gold 
electrode. The growing height reflects an increasing concentration of hydrogen ions in 
the thin aqueous layer adjacent to the electrode surface due to ATP-dependent transport 
of protons. It is not explained, however, why the peak does not shift to more positive 
potentials as the pH is decreasing (Fig. 7). 

Figure 7. Schematic representation of the coupling between the translocation of protons 
across the lipid bilayer catalysed by the reconstituted ATPase and their discharge at the 
gold electrode. Reprinted from: Naumann, R., Jonczyk, A,, Hampel, C., Ringsdorf: H., 
Knoll, W., Bunjes, N. and Graber, P. (1997) Bioelectrochem. Bioenerg. 42, 241-247 with 
permission from Elsevier Science. 

Similarly, the dimer species of the nicotinic acetylcholine receptor was incorporated in 
the peptide supported lipid membrane and studied with surface plasmon resonance Q 
and fluorescence spectroscopy [108]. The activity of the receptor was verified with the 
observed binding of firstly: primary monoclonal and secondary polyclonal antibodies 
and secondly: a-bungarotoxin. Thus, the receptor was successfully incorporated in the 
lipid bilayer in its active form and at least a fraction of the receptor molecules were 
oriented with the extracellular domain pointing outwards. 

Finally, the same group has incorporated cytochrome c oxidase into a preformed 
peptide tethered lipid bilayer [30]. Cytochrome c oxidase is one of the major 
membrane-bound proteins in the respiratory chain, accepting electrons from 
cytochrome c and passing them on to oxygen. The protein was incorporated into the 
lipid layer by exposing it to a protein/detergent solution and diluting it below the 
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critical micellar concentration of the detergent. During incorporation of the protein the 
total thickness of the layer including the spacer, increased from 6.2 nm to 12.2 nm. The 
protein was activated by introducing cytochrome c in the reduced form in the air-
saturated buffer and square wave voltammetry and impedance spectroscopy was 
performed. Also this time a peak was observed at negative potentials which was 
attributed to reduction of hydrogen ions. This time the peak was decreasing with 
increasing concentration of cytochrome c. The authors suggest that the reason for the 
decreasing peak is that the active protein transports protons away from the electrode 
surface. Another peak was observed at 0.3 V vs. Ag/AgC1, increasing with increasing 
concentration of cytochrome c in the concentration range 15 µM to 300 µM. The peak 
is attributed to enzymatic oxidation of the cytochrome c, but surprisingly, no saturation 
of the enzyme is observed at these concentrations. Finally, the electrode system was 
probed with impedance spectroscopy and an attempt was made to fit the response to 
various equivalent circuits. Based on the proposed equivalent circuit a saturation of the 
electrochemical response was obtained at a cytochrome c concentration of 12 µM in 
one set-up and 28 µM in another. This is in fair agreement with literature values on the 
Michaelis Menten constant [84]. 

Figure 8. Schematic representation of the tethered bilayer membrane where A) is the 
mobile lipid that makes up the bulk of the membrane, B) is the reservoir lipid that defines 
the ionic reservoir and tethers the membrane for the gold surface, C) is the spacer 
molecules used to laterally space the reservoir lipids and D) is the valinomycin ionophore 
used to modulate the membrane conductivity. Reprinted from: Raguse, B., Braach- 
Maksvytis, V., Cornell, B.A., King, L.G., Osman, P.D.J., Pace, R.J. and Wieczorek, L. 
(1 998) Langmuir, 14, 648-659 with permission  from  American Chemical  Sociery. 

An elegant approach was recently presented on an electrode system, seemingly well
suited for use with most types of receptors. A fluid lipid bilayer membrane containing 
the ionophore gramicidin [43] or valinomycin [109] is linked to a planar gold electrode 
via a spacer molecule. The disulfide bearing spacer molecule, the so-called reservoir 
lipid, is the critical component in the novel electrode configuration. In Ref. 109 and as 
can be seen in Fig. 8, a hydrophilic headgroup is linked through a long hydrophilic 
chain to the gold electrode surface, whereas another hydrocarbon chain is extended 
from the headgroup into the hydrophobic core of the tethered bilayer. Firstly, the 
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reservoir lipids were self-assembled to the gold electrode surface and then the bilayer
was formed in situ with a solvent/dilution technique. The length of the hydrophilic
spacer precisely determines the size of the reservoir. For a number of lipids the 
capacitance and thickness of these bilayer membranes are in good agreement with 
literature values. A potassium sensor with an analytical range over physiologically 
relevant concentrations was obtained with valinomycin incorporated in this bilayer. 

In the other paper the channel-forming ionophore was exploited as an essential part
of the biosensor [43]. Gramicidin spans only half a cellmembrane, and when a dimer is 
formed with a gramicidin in the opposite part of the membrane a channel is opened that
passively transports monovalent cations. In this work two types of reservoir lipids were 
employed, one of them a synthetic archaebacterial membrane-spanning lipid possessing 
antibody fragments (Fab') and one half-membrane spanning lipid. Both of them were
attached to the gold surface via a hydrophilic spacer terminated with a disulfide group. 
Gramicidin was inserted in the lower membrane and immobilised with a similar spacer
as the anchor lipids. Mobile gramicidin linked to antibodies with biotin/streptavidin 
technology was incorporated in the upper leaflet. When a targeted analyte is added to 
the surrounding electrolyte it crosslinks the Fabs on the membrane spanning lipid and
the gramicidin. Thus the gramicidin in the upper leaflet is immobilised and prevented 
from forming a dimer with its partner in the lower leaflet. This is registered as a 
decreasing conductivity in the admittance spectrum. The receptor in this sensor can be 
varied and the authors claim that the technology has been applied successfully in the 
detection of bacteria, virus particles, DNA, antibodies and electrolytes. 

4.2. POLYMER CUSHIONED BILAYER LIPID MEMBRANES 

The benefits of using a polymer cushioned lipid bilayer as a support for artificial cell 
membranes were clearly pointed out by Sackmann [ 15], who in earlier work evaluated 
frictional coefficients between the lipids in a Langmuir-Blodgett transferred film and a 
supporting polyacrylamide film [110]. The bilayer was not continuously closed but the
structural, dynamic and thermodynamic properties were preserved after deposition. 

The first contribution to this class of supported membranes came several years 
earlier and involved mixed monolayers composed of phosphatidylcholine and 
cholesterol that were transferred to a polyacrylamide hydrogel by Langmuir-Blodgett
techniques [111]. Only a fraction of the attempts to produce low conductance bilayers 
was successful, but when they were transient ion currents were observed upon addition 
of valinomycin or phloretin close to the membrane. 

In a similar but improved configuration spincoated polyanhydride was used as a 
support for Langmuir-Blodgett transfer of phospholipids to form supported bilayers 
[ 112]. In both studies the stability problems with fragile black lipid membranes were 
recognised, but also the need for an ionic reservoir on both sides of the artificial 
membrane.

In a novel approach a copolymer consisting of a hydrophilic main chain, 
hydrophobic lipidic parts and finally a disulfide group was self-assembled on a gold 
surface with gold/sulphur bonds. Thus a polymer supported monolayer of a lipid-like
phase was formed and after fusion with phospholipid vesicles a bilayer was obtained 
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surrounded with an aqueous phase on both sides [113]. A successful streptavidin 
binding experiment with a biotinylated lipid layer was performed. The same group 
extended the investigations on the self-assembled amphiphilic polymer in a later 
publication [114] to improve the barrier properties of the first monolayer and to 
confirm that a water layer exists between the support and the lipid membrane. 

In a later work a reactive polymer was chemisorbed on a functionalised glass slide 
thus forming a thin polymer film on the solid support [28]. Hydrophilic amino groups 
were linked to the polymer and a phospholipid bilayer was transferred to the ca. 80 Å
thick hydrated polymer film. The first layer was obtained with Langmuir-Blodgett
techniques and the second leaflet with Langmuir-Schäfer techniques. The fluidity of the 
lipids was investigated with photobleaching techniques and it was found that the lipid 
bilayer was fluid and stable for several days. 

A hydrophilic polymer cushion with a smooth outer surface, is easily self-assembled
at the electrode surface by alternate adsorption of polycations and polyanions [ 1 15]. 
Such a surface was employed as a support for deposition of phospholipid multilayers 
with LB-techniques and impedance spectroscopy was employed to investigate if the 
polyelectrolyte was suitable as a support for an artificial cell membrane. A bilayer lipid 
membrane was obtained with a membrane capacitance of ca 0.60 µF cm-2 that was 
linked to the polyelectrolyte film via a calcium bridge provided the outermost layer was 
negatively charged [ 116]. A similar polymer cushion was prepared on a gold electrode, 
consisting of three layers of polyelectrolyte with an electroactive polycation 
sandwiched between thin layers of polystyrenesulphonate. Vesicles containing 
cytochrome c oxidase were fused on this surface and a biomembrane containing the 
active enzyme was formed resting on the polyelectrolyte surface. The activity of the 
enzyme was confirmed with amperometry in a FIA system by monitoring the transient 
current from oxidation of a pulse of reduced cytochrome c at anaerobic conditions. The 
fused lipid layer did not block the cytochrome c from being oxidised directly, either at 
the gold electrode or via the osmium complex in the film resulting in high background 
currents. However, inhibition of the enzyme with sodium azide resulted in a 
temporarily decreased cytochrome c signal, which is a clear indication of an active 
membrane protein. Moreover, only biomembranes with a mean thickness 
corresponding to a transmembrane-containing lipid membrane, Le.: ca 60 Å resulted in 
reproducible results and the enzyme kinetics estimated from a fitted Michaelis - Menten
relationship was in good agreement with literature values [117]. 

Another and rather amazing way to form a polymer-cushioned lipid bilayer was 
recently reported and involves firstly the fusion of small unilamellar 
dimyristoylphosphatidyl-choline vesicles to form an intact bilayer on a quartz substrate. 
Secondly, when the cationic polyethyleneimine, PEI; is added to the solution it creeps 
beneath the bilayer and forms a 40 Ångström thick soft cushion between the lipid layer 
and the solid support. The process is monitored with Neutron Spectroscopy and 
interestingly an attempt to fuse vesicles on a solid support already covered with the 
polyelectrolyte failed [ 11 8]. In a subsequent paper it was found that if the PEI-coated
slide was allowed to dry before it was incubated with vesicles, the fusion was 
successful and a continuous bilayer could be formed on top of the polyelectrolyte 
[119]. Instead of building a polymer-cushioned lipid monolayer on a solid support step 
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by step, the whole template can be formed in the air/water interface and then transferred 
to a freshly cleaved mica plate with Langmuir-Blodgett techniques. This was 
accomplished by spreading a reactive lipid in the air/water interface in the Langmuir 
trough. The lipid was provided with an isothiocyanate function that reacts with the 
amino groups in the polyethylenimine dissolved in the water subphase. After transfer a 
lipid bilayer could be formed on the mica support by vesicle fusion [120]. 

The lateral mobility of phospholipids in mono- and bilayers supported on silane-,
dextran-, and crystalline bacterial surface layer proteins on planar silicon substrates was
investigated with fluorescence recovery after photobleaching [121]. It was shown that
the phospholipids in a monolayer on a silane supported membrane, i.e.: a hybrid 
bilayer, had significantly lower mobility than the phospholipids in the bilayers on either 
dextran or S-layer protein. The bilayer supported on S-layer proteins was in a fluid state 
with a lateral diffusion coefficient as high as 2.5 - 3.1 * 10-6 m2s-1. Furthermore, when an 
S-layer protein lattice was formed as a cover for the lipid layer the fluidity in almost all 
cases was even higher. 

Soft polymer cushions formed from Langmuir-Blodgett transferred hairy-rod
multilayers onto indium-tin-oxide electrodes provide a promising support for bilayer 
membranes. The multilayer is hydrophobic and highly insulating directly after transfer
since the hairy-rod molecules consist of amphiphilic cellulose derivatives with 
hydrophobic side-chains. However, by cleavage of trimethylsilyl groups, cellulose is 
regenerated and the film becomes ionically conducting. When vesicles are fused to this 
surface lipid bilayers were formed with a resistance of 0.44 M W cm2, and a membrane 
capacitance of 0.57 µFcm-2. This indicates very high quality lipid bilayer films and its 
potential as a template for incorporation of active membrane proteins is elegantly
demonstrated with reconstituted gramicidin channels. The experiment clearly shows a 
selective response for sodium and potassium ions with the expected preference for 
potassium ions [ 122]. 

5. Phospholipid monolayers at the mercury/water interface, “Miller -Nelson films” 

It is of vital importance to create a full lipid bilayer when the interest is focused on 
studies of membrane-spanning proteins. However, in investigations concerning 
biological processes at the cell membrane, where the two leaflets of the bilayer are not 
jointly involved it is not necessary to build a full lipid bilayer. In many applications it is 
therefore sufficient to have a fluid lipid monolayer, as has been shown in the many 
successful investigations on the hybrid bilayer membranes. 

The original articles of Miller et al.[123,124] described how a phospholipid
monolayer can be deposited on a hanging mercury drop electrode, HMDE, simply by
passing it through a spread lipid film residing at the air/water interface. The mercury 
electrode is hydrophobic in a wide potential range and certifies that the lipid molecules 
keep their orientation with the hydrocarbon chains pointing toward the electrode 
surface, The monolayer is fluid and rests on a perfectly flat surface and the dielectric 
properties can be measured readily with for instance impedance spectroscopy, as one 
side of the membrane is directly contacted with the mercury electrode (Fig. 9). 
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The method has been utilised [125] to exploit melittin, alamethicin and protein kinase C
interactions with a lipid monolayer on a mercury surface. A lipid/protein mixture was 
spread in the air/water interface. Thereafter, a proteolipid monolayer was formed in the 
same way as previously described for a pure lipid monolayer. The changes in film 
capacitance and permittivity were investigated with ac polarograms and small 
increments were found in the ionic permeability. It was concluded, however, that 
neither of these proteins could form channels in the “half a bilayer” lipid film. 

Figure 9. Equivalence of a hypotethicaL electrode inserted into the middle of a lipid 
bilayer with a mercury electrode contacting the hydrocarbon side of a lipid monolayer. 
Reprinted from: Miller, I.R., Doll, L. and Lester, D.S. (1992) Bioelectrochem. Bioenerg. 
28, 85-1 03 with permission from Elsevier Science. 

A. Nelson early recognised this highly reproducible system as a versatile tool for 
investigations of biomimetic lipid layers [ 126]. The induced phase transitions and the 
final complete desorption of the monolayer at a voltammetric scan from -0.2 V to -1.8
V vs. Ag/AgCl (sat d̀ KC1) have been thoroughly studied [127,128] The spontaneous
respreading of the monolayer at reversal of the potential provides evidence for the high
mobility of the lipids in the supported layer. 

The gramicidin ionophore was successfully incorporated in the mercury-supported
lipid monolayer and different aspects of the transport of thallium ions through the 
channel have been investigated in a series of papers. T1+ is isoelectric with K+ and has 
similar size and hydration number. Moreover, the ion has a reduction potential within
the voltage range where the supported lipid monolayer is stable and was therefore 
chosen as a suitable probe for the protein activity. In the first paper it was concluded 
that the presence of Mg2+ enhances the transport as opposed to K

+
ions and that chloride 

ions suppress the reduction current of T1+ compared to that of nitrate ions [129]. In one 
of the subsequent papers the gramicidin-mediated permeability of the film was 
investigated with respect to added retinal and the pesticide DDT [130]. Various models 
for the monomolecular channel function have also been discussed [44,13 1-133]. Other 
biological relevant investigations from the research of Nelson include: insertion of the 
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antibiotic 23187 into the lipid layer and the investigation of the ionophore assisted 
translocation of heavy metal ions from the solution through the film [134]; reduction 
of vitamin A aldehyde with various mixtures of phospholipids in the monolayer [135]; 
reduction of ubiquionone-10 at various pH s̀ [136].

Many research groups have become inspired by this research and in a recent 
contribution the selective interaction of alkali metal cations with azocrown molecules 
assembled in the lipid monolayer was reported [137]. Other papers of particular 
biological importance concern determination of intrinsic pKa of various phospholipids 
in the monolayer configuration [138,139] and still another the extent of penetration of 
various hydrophobic molecules into the monolayer [ 140]. 

In recent work a hybrid bilayer membrane was prepared on the sessile mercury drop 
and utilised in an investigation concerning bacteriorhodopsin. In this case, a 
hexadecanethiol monolayer was first assembled on the mercury electrode and a 
phospholipid monolayer was then added to the surface according to the “Miller-Nelson
techniques”. Bacteriorhodopsin was subsequently adsorbed on the surface and the 
photoactivity of the protein was confirmed [ 141]. 

6. Conclusions 

During the last decade a completely new research area has developed concerning the 
fabrication of supported lipid membranes for reconstitution of integral membrane 
proteins. The challenging task has inspired many research groups to ingenious solutions 
as described in this review. Although many authors describe the vesicle fusion method 
as a universal method for this purpose it must be underlined that it is not always so. The 
technique is very sensitive to many different factors [64] and sometimes multilayers or 
stacks of unfused vesicles are formed [ 142,143], Furthermore when proteo-vesicles are 
fused on solid substrates the protein is often immobilised albeit the lipids in both 
leaflets are mobile. 

However, a universal method for building the lipid membrane is not feasible and is 
maybe not even desirable. The method of choice should be adopted to what the 
biomimetic system is intended for. Thus, because of the ease to fabricate BLMs 
according to the self-assembling technique developed by Tien and co-workers [27,9 13 
those systems seem attractive for commercial production of membrane based 
biosensors to be used for instance in large scale screening devices and combinatorial 
chemistry.

The hybrid bilayer membranes, BLMs from direct fusion of vesicles and the Miller-
Nelson films have already qualified for investigations of cellular immune responses, 
specific receptor-ligand bindings and various membrane interactions. Peripheral 
proteins or membrane proteins that are not spanning the whole membrane are also 
suitable for investigations in these simpler systems. In the near future much is expected 
to merge from these approaches, for instance in pharmaceutical approaches such as 
drug interaction with a biomembrane surface. 

For reconstitution of large membrane spanning proteins in supported membranes 
more sophisticated solutions are called for. The dimensions of the enzyme must be 
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considered, which in most cases demands an aqueous phase on both sides of the 
supported bilayer. A measurement technique must be available to register the 
bioactivity correctly. In section 4 the many creative ventures are presented that have 
emerged during the last decade in order to fulfil these requirements. One of the most 
promising approach concerns deposition of lipid bilayers on polymer cushions from 
multilayers of hairy rods. Here the polymer support is the equivalent of the 
cytoskeleton in the real cell. Stable bilayer membranes have been formed on these 
cushions with electrical properties similar to those of as black lipid membranes [ 122]. 
In the first decade of this millennium a substantial break-through is expected, which 
will open up excellent possibilities to study specific functions of integral proteins, 
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Abstract

Secretin is a 27 amino acid peptide secreted by specialised endocrine cells of the gut
that regulates the pancreatic exocrine - and the liver bile secretions. Its role as a 
neuropeptide is likely but not yet proven. Secretin acts through interaction with a
membrane receptor coupled to the G as protein and thus stimulates cyclic AMP 
production. It belongs to a new subgroup of receptors named the GPCRB that includes 
- among others - the VIP, the PACAP, the Glucagon, the Glucagon like peptide 1, the 
Calcitonin and the Parathormone receptors. The expression in CHO cells of the wild
type and of mutated receptors permits the identification of domains involved in ligand 
recognition, in signal transduction, in desensitisation and in receptor intemalisation. 

1. Introduction 

Bayliss and Starling, in 1902, discovered that acid extracts of the mucosa of the upper 
intestine contained a substance that, if injected into the blood stream caused the 
pancreas to secrete. They named the substance Secretin. They suggested a new term 
"hormone" to describe such chemical messengers between different organs. The 
purification of Secretin was undertaken at the Karolinska Institute by Jorpes and Mutt 
and the amino acid sequence definitively established in 1970. At the same time, 
Bodansky synthesised the 27 amino acid peptide that had a biological activity 
indistinguishable from that of the natural hormone [ 1]. Secretin had marked similarities 
to Glucagon that was sequenced before. Later on, sequences similarities were found 
with newly discovered peptides VIP, GIP, GRF, PACAP, PHI, GLP-1, and GLP-2. The
existence of a large family of biologically active peptides with sequence similarities but 
different properties was established [2]. 

Using isolated pancreatic acini or acinar cells, it was shown that Secretin acted 
through interaction with a specific membrane receptor coupled to adenylate cyclase [3]. 
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In 1991, the rat secretin receptor was cloned by Ishiara et al. [4]. The receptor sequence 
was related to that of the calcitonin and the parathormone receptors [5,6]. The 
knowledge of the sequence of the secretin receptor initiated the cloning by analogy of 
the VIP, PACAP, glucagon, GRF, GIP, and GLP-1 receptors, revealing the existence of 
a large new family of G protein coupled receptors known as the GPCR B family [7]. 

2. The secretin receptor 

2.1. GENERAL ARCHITECTURE 

The mRNA of the rat [4], rabbit [8] and human [9,10] secretin receptors, coded for 
proteins of 449, 445, and 440 amino acid residues respectively. Sequence analysis and 
modelling predicted 23 amino acid residues for a signal peptide, 120 residues for the 
amino terminal extra-cellular domain (N-EC), the existence of seven transmembrane 
domains (TM1 to TM7) connected by three extracellular (EC1 to EC3) and three 
intracellular loops (IC1 to IC3) and an intracellular carboxyl terminus of 50 residues 
(Fig. 1). 

Figure 1. A secondary structure model representation of the rat secretin receptor. The 
putative signal peptide is bordered by a rectangle and Y indicates the glycosylable 
asparagine residues. 
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Functional structure of the secretin receptor 

Four glycosylable asparagine residues were found in the N-EC; a fifth residue was 
present in the EC2 domain of the rat and human sequences, but not in the rabbit one. A 
potential site for O-glycosylation is also present in the N-EC. Ten highly conserved Cys 
residues were noticed in the extracellular part of the receptor : 7 in the N-EC, 2 in EC1 
and 1 in EC2 domains. In a tentative to establish the disulfide bridges, we mutated each 
Cys residue in serine. Six of the point-mutant receptors, C25 S, C44 S, C53 S, C67 S, 
C85 S, and C101 S, in the N-EC domain could not be detected by binding studies or by 
functional assay of adenylate cyclase activation : the mutations resulted in functional 
inactivation of the receptor, but it was not established if this lack of activity was due to 
a lack of expression at the cell surface or to a severe misfolding of an otherwise 
normally expressed receptor. In contrast, the four other point-mutant receptors C 1 1 S, 
C186 S, C193 S and C263 S, that means the first Cys residue that followed the signal 
peptide and the three Cys residues in the EC domains, were able to bind secretin and to 
be activated by secretin. However the affinity for the ligand was lower than that of the 
wild-type receptor. These results suggested that Cys residues 24, 44, 53, 67, 85, and 
10 1 were necessary for receptor function and that two putative disulfide bridges formed 
by Cys residues 11, 186, 193, and 263 were functionally relevant but not essential for 
receptor expression. Secretin activated adenylate cyclase with a very high EC50 value 
(concentration required for 50 % activation of the enzyme) through the quadruple 
mutant C11,186,193,263 S, the four triple mutants and through double mutants 
C186,193 S and C186,263 S, suggesting that, in the wild-type receptor, disulfide 
bridges are formed between the N-EC Cys residue 11 and the first residue 186 of EC1 
on one hand and between the second residue of EC1 193 and the residue 263 of EC2. 
Several results indicated that in the mutant receptors alternative disulfide bridges can be 
formed between Cys 186 and 193 or 263, suggesting that these residues are in close 
spatial proximity in the wild-type receptor [ 11]. 

Mutations, deletions, or exchange of parts of the secretin receptor by the 
corresponding domain of the parent receptors VIP, PACAP, or glucagon have been 
performed to delineate the areas necessary for an appropriate structure. It is however 
difficult to make the difference between receptors modifications leading to an impaired 
structure from those that modulate ligand binding without major change in the general 
structure. Mutations in the N-EC domain of Asp residue 49 into Arg (but not by an 
uncharged polar or hydrophobic residue), of the Arg residue 83 by an Asp or by a Leu 
residue led to almost inactive receptors. Similarly, mutations in the EC 1 domain of Asp 
174 into Ala but not Asn, or mutation in the EC2 domain of Arg 255 by an Asp or a 
Glu residue also severely impaired ligand recognition [ 12]. No functional receptor 
could be obtained after replacement of N-EC or EC3 by the corresponding sequences 
of the glucagon receptor [13]. At the opposite, deletion of the highly charged sequence 
30-33 Lys-Glu-Lys-Lys did not affect ligand recognition and receptor expression 
(unpublished data). Taken as a whole, these results suggest that several parts of the 
receptor contributed to the functional structure of the secretin receptor. 
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2.2. FUNCTIONAL DOMAINS 

2.2.1. Ligand binding domain 

At variance with what is observed for the GPCR A group of receptors that included the 
bioactive amines, the small peptides, the nucleotides and the prostaglandin receptors, 
the N-EC domain is of paramount importance for ligand binding and discrimination 
among the ligands. Chow reported [14] that the exodomain alone of the secretin 
receptor binds secretin with a high affinity. Replacement of the secretin receptor N-EC
by the VIP receptor counterpart resulted in biological responsiveness rather typical of 
VIP receptor. The replacement of the VIP receptor N-EC domain by the secretin 
counterpart led to a secretin-preferring receptor [ 15,16]. However, from this last 
chimera it appears that the EC1 domain plays a complementary role for the secretin 
receptor [ 17,18]. Refining the chimeric approach, we obtained unexpected results: 
replacement of the rat secretin receptor sequences 1-35, 36-81, 35-121, by the rat 
VPAC 1 receptor counterpart led to constructions that could not be studied due to a lack 
of expression or to a low affinity. The replacement of the sequences 13-18 and 23-29 of
the secretin receptor by the VPACl receptor sequence did not change the receptor's 
characteristics. Introduction of the VPACl receptor sequences 103-110 or 116-120 in 
the secretin receptor led to constructions with a lower affinity for secretin or a higher 
affinity for VIP respectively [ 19]. Holtman et al. [ 15] reported the importance of the 
first 10 residues of the N-EC1 sequence for secretin recognition, a finding confirmed 
by Olde et al. [ 17]. It appears thus that several parts of the amino-terminal extracellular 
domain of the receptor contribute to the ligand recognition. By testing the functional 
properties of modified ligands on chimeric VPAC/secretin receptors, we obtained 
indirect arguments for an interaction between the carboxyl-terminal sequence 23-27,
the sequence 8-15 and residue 16 of secretin with the N-EC domain of the receptor [20-
22]. It was also suggested that the Lys residue 15 of secretin contacts with the Asp 98 
of the receptor [23]. By photo-affinity labelling of the secretin receptor with a secretin 
probe that had incorporated a photo-labile p-benzoyl-L-phenylalanine into position 22 
and 6, it was shown by Miller's group that Leu 22 interacted with a receptor sequence 
comprised between amino acid 1 to 30 of the receptor and Phe 6 with Val 4 of the 
receptor [24,25]. The N-EC domain is not the sole domain interacting with the ligand: 
the His 189-Lys 190 sequence of the C-terminus of EC1 and Phe 257-Leu 258, 
Asn 260-Thr 261 in the amino-terminal half of EC2 also provide critical determinants, 
but the ligand counterpart was not established [ 18]. Several arguments suggest that the 
amino terminus of secretin interacted directly with the secretin receptor : a) deletion of 
His 1, Ser 2 and Asp 3 decreased 1000 to 10,000-fold peptide affinity and decreased 
the peptide efficacy : secretin (2-27) and (3-27) are partial agonists whereas secretin 
(4-27) is an antagonist; b) replacement of Asp 3 by Glu and Asn reduced secretin 
affinity 10 and 300-fold respectively [26]. We first observed [13] that the Lys residue 
173 boarding TM2 and EC1 was in the vicinity of the binding region of Asp 3 as its 
mutation into Ileu decreased peptide affinity and makes Asn 3 and Glu 3 secretin 
indistinguishable. We then explored the amino acid residues surrounding that Lys 
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residue : mutation of Asp 174 into Asn not only reduced secretin affinity but also 
changed receptor's selectivity as judged by a decreased secretin / Asn 3 secretin ratio 
[27]. When Arg 166 (in TM2) was mutated to Gln, Asp or Leu, the receptor had a very 
low affinity for secretin but an up to 10-fold higher affinity for Asn 3 secretin. 
Mutation of Asn 170 was of no consequence on receptor affinity and selectivity. 
Arg 166 is an excellent candidate for a precise contact between the ligand and the 
receptor : a) the positively charged residue is conserved in the whole family of 
receptors except the calcitonin receptor; b) receptor modelling suggests it to be rather 
accessible as its side chain is facing an internal pocket limited by the other TM [28]; c) 
according to this model, the residue is buried relatively deeply in the transmembrane 
domain suggesting that the ligand may enter into the receptor to change its 
conformation and promote the G protein activation. Analysis of the sequence of the 
receptor indicated that two Tyr residues located in TM1 at the same level as Arg 166 in 
TM2 might be involved also in the positioning of secretin amino-terminus sequence. 
We mutated Tyr 124 and Tyr 128 into Ala and His. Mutations of Tyr 124 reduced 
10-fold the affinity of secretin and all the analogs tested. Mutation of Tyr 128 into Ala 
reduced 50-fold secretin affinity but also modified the capability of the receptor to 
discriminate the analogs modified in position 3. Ala 128 secretin receptor was unable to 
discriminate secretin from Glu 3 secretin. His 128 secretin receptor was almost 
comparable to the wild-type receptor [29]. 

Figure 2. Schematic representation of the possible interactions between the Asp 3 residue 
ofsecretin and the lateral chains of the amino acids of TMI and TM2. 

Taken together, the analysis of the receptors mutated in TM1 and TM2 supported the 
hypothesis that secretin Asp 3 (or Glu) residues are anchored by ionic interactions with 
the Lys 173 and Arg 166 residues while the Asp 3 (or Asn) residues may form 
hydrogen bonds with Tyr 128. Replacement of the two basic residues by uncharged 
residues decreased markedly the affinity for secretin and Glu 3 secretin but not for the 
uncharged Asn 3 secretin analog. In contrast, replacement of Tyr 128 by an Ala residue 
decreased the receptor affinity for secretin and the isosteric Asn 3 secretin analog, but 
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not for the Glu 3 secretin. Replacement of Tyr 128 by His which may also form 
hydrogen bonds had little consequence on the recognition profile. A model for the 
positioning of the Asp 3 residue in the receptor is presented in Fig. 2.

2.2.2. Coupling of the receptor to the G protein. 

It was shown that secretin- but not secretin analogs in which a Tyr residue was
introduced for a Leu residue in position 10 and 13, stimulated adenylate cyclase 
activity at low concentrations and phosphatidylinositol bisphosphate hydrolysis at 
higher concentrations [30]. The dual activation of the cyclic AMP and the inositol
trisphosphate / Ca++ pathways, that was reported for other parents receptors [31,321 
was not described for the wild-type recombinant secretin receptor expressed in CHO
cells (may be it was not yet tested). So far, the preferential, if not the sole, coupling 
mechanism of the secretin receptor is G as and adenylate cyclase activation. There is to 
our knowledge no study investigating the precise domain of the receptor responsible for 
that coupling. Mutation of His 156 into Arg (in TM2 near the inner face of the 
membrane) or Thr 322 into Pro (in TM6 near the inner face of the membrane) resulted 
in a constitutively active receptor, that means that the unstimulated receptor may couple 
to adenylate cyclase. Interestingly, the double mutant Arg 156 / Pro 322 had a greater 
activity than each individual mutant and secretin behaves like an inverse agonist, that 
means it reduced the basal adenylate cyclase activity [33]. These data suggested that the 
coupling to adenylate cyclase through interaction with Gas involved a large area at the 
inner face of the membrane. 

2.2.3. Desensitisation of the receptor. 

As most- if not all- the G protein coupled receptors, the secretin receptor desensitises 
rapidly and is internalised through a not yet identified mechanism, insensitive to 
sucrose but sensitive to Con A [34]. After secretin exposure, the secretin receptor 
expressed in Cos or CHO cells is rapidly phosphorylated, mainly on Thr residues 
located essentially in the carboxyl-terminal intracellular tail [35]. Truncation of this 
part of the receptor does not alter the ligand recognition, nor the coupling to adenylate 
cyclase but prevents its phosphorylation [36]. However, the truncated receptor remains 
still internalisable. Thus a dual mechanism limits secretin action : a rapid 
phosphorylation decreases the cyclic AMP production and an internalisation 
independent of phosphorylation occurs. In transfected HEK 293 cells, it was 
demonstrated that protein kinases A and C do not markedly affect receptor 
phosphorylation that is mainly induced by the GRK2 and GRK5 kinases [37]. 

3. Conclusions and perspectives 

Secretin is mainly a hormone controlling the pancreatic fluid secretion through 
interaction with acinar and duct pancreatic cells [3] and the bile flow through 
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interaction with cholangiocytes [3 8]. Intravenous injections of secretin were used for 
years to evaluate the exocrine pancreatic function in human. The natural porcine 
secretin used first was contaminated by the neurohormone cholecystokinin-
pancreozymin (CCK-PZ) that contracts vigorously the gallbladder; since the 
availability of essentially pure porcine secretin obtained from the Karolinska Institute, 
and later on from Kabi-Vitrum, the effect of secretin and CCK-PZ have been 
dissociated. The functional secretin-cholecystokinin test was performed by measuring 
fluid and enzyme secretion in duodenal aspirates. This was a good clinical test when 
performed by trained physicians. Its interest dropped however when retrograde 
cholangio-wirsungography was introduced as a routine endoscopic procedure : the 
visualisation of the pancreatic and the biliary tract was more helpful for the clinician 
than the functional tests. Furthermore, echography became the best non-invasive
technique for gallbladder volume and contractility evaluation. Catheterisation of the 
main pancreatic duct with a balloon catheter allowed the analysis of pure pancreatic 
juice in response to secretin. This technique was however difficult to perform and was 
considered as an invasive one limited to experimental studies. More recently, the 
imaging of the pancreatic tree was possible by magnetic resonance 
cholangiopancreatography after secretin injection. This non-invasive technique will 
probably be in a near future the reference for pancreatic exploration. The systematic 
injection of secretin to patients suffering of gastrointestinal tract diseases will hopefully 
led to the discovery of secretin-linked pathologies (hypersecretory responses that could 
be due to constitutively active secretin receptors, absence of secretin response ...). 

Secretin, or preferably stable analogues - peptidic or non peptidic - could be of a 
great therapeutic value : repeated administration of secretin by inducing a high 
pancreatic flow rate might reduce the formation of pancreatic stones; secretin 
administered after fragmentation of pancreatic calculi by ultrasound bombardment will 
efficiently eliminate the stone fragments. 

Secretin is also a neuropeptide regulating tyrosine hydroxylase activity in PC 12 
cells and in sympathetic ganglia [39]. It activates also adenylate cyclase in striatal 
neurons from embryonic mouse brain grown in cultures [40]. Its effect on adult rat 
brain occurs however at high concentrations only [41]. Recently, case reports of 
dramatic improvements of children suffering from autism were reported after secretin 
administration [42]. However, a recent double-blind study concluded that a single dose 
of human secretin was not an effective treatment for autism [43]. The use of more 
stable analogs with a facilitated penetration into the brain should be evaluated. 

How may the knowledge of the interactions between ligand and receptor contribute 
to the conception of peptidominetic ligands of potential therapeutic use ? Actually, 
most - if not all - peptidominetics have been discovered by chance (for instance the 
antibiotic erythromycin mimics the effect of the hormone Motilin by interacting with 
the motilin receptor) or by a systematic screening of large chemical libraries. This 
approach requires only an appropriate cellular model expressing the receptor of interest 
coupled to an easily detected effector system and the access to a large number of 
molecules. Another approach, based on the knowledge of the binding domain of the 
receptor is intellectually more rewarding but difficult : it requires a feed-back
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interaction between receptor's modellers and biologists, but to start modelling, at least 
some firm structural data must be available. This is not the case for the G protein 
coupled receptors : the only available x-ray structure is that of bacteriorhodopsin that 
possesses seven transmembrane helices related to that of the receptors. The 
arrangement of the helices can be predicted in the receptor, but their fiability must still 
be validated. There is not data on the structure, or the folding of the aminoterminal 
extracellular domain of the receptor and as detailed in this review this domain is 
particularly important for ligand binding. Several laboratories try to produce sufficient 
amounts of the isolated aminoterminal domain to try a crystallisation of this large part 
of the receptor, but there is still no reported success in the literature. 
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In the last few years, increased attention has been focused on a class of organisms 
called psychrophiles. These organisms, hosts of permanently cold habitats, display 
metabolic fluxes more or less comparable to those exhibited by mesophilic organisms 
at moderate temperatures. Psychrophiles have evolved by producing, among others,
“cold-evolved” enzymes which have to cope with the reduction of chemical reaction 
rates induced by low temperatures. Thermal compensation in these enzymes is reached, 
in most cases, through a high catalytic efficiency as compared to their mesophilic 
counterparts at temperatures ranging from 0 to 30°C. Optimisation of the catalytic 
parameters can originate from an increased flexibility of either a selected area of the 
molecular edifice or of the overall protein structure. The increased resilience probably 
enhances abilities to undergo conformational changes during catalysis at low 
temperatures. In return, this flexibility would be responsible for the weak thermal 
stability of the psychrophilic enzymes. Structure modelling and recent crystallographic 
data have allowed the identification of the structural parameters that could be involved 
in a higher plasticity. The current consensus is that only subtle modifications of the 
conformation of cold-adapted enzymes can be related to the structural flexibility and 
that each enzyme adopts its own strategy. Moreover, it appears that there is a 
continuum in the strategy of protein adaptation to temperature, since known structural 
factors involved in protein stability of thermophiles are either reduced in number or 
modified, in order to increase flexibility in psychrophilic enzymes. The possible 
biotechnological purposes of cold-adapted enzymes are numerous. Due to their 
attractive properties, i.e. high specific activity and low thermal stability, they are very 
promising in various fields such as the detergent and food industries, molecular 
biology, bioremediation, etc. 
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1. Introduction 

It has been well established that most enzymes should be stored at low temperatures 
due to the fact that at temperatures around freezing, enzyme activity is usually 
minimised and protein stability maximised. However, a class of organisms called 
psychrophiles, living in permanently cold environments, display metabolic fluxes more 
or less comparable to those exhibited by mesophilic organisms at moderate 
temperatures. These organisms produce “cold-evolving enzymes” that have to cope 
with the reduction of chemical reaction rates induced by low temperatures. One can
therefore address the following questions: “What is the mechanism of adaptation? Can 
these enzymes be of any help in understanding protein folding and the relationship 
between stability and activity? Do they offer a significant advantage for 
biotechnological applications?’. 

The temperature dependence of biological reaction rates is commonly reflected in 
an equation proposed by S. Arrhenius at the end of the last century: 

(1)k=Ae- Ea/RT

in which Ea is the activation energy, R the gas constant (8.31 kJ mol-1) and T the 
temperature in Kelvin. A decrease in temperature leads to a modification in the rate of a
chemical reaction; indeed for most biological systems, a decrease of 10°C divides the
rate of a chemical reaction occurring in the system by a factor ranging between 2-3,
corresponding to Q10, which expresses the ratio of reaction rates measured at an interval 
temperature of 10ºC. For instance, the activity of a mesophilic enzyme is about 80
times lower when the reaction temperature is shifted from 37 to 0°C. Nevertheless, 
metabolic rates of Antarctic fishes are only slightly lower than those of temperate water 
species [ 1] and the generation times of psychrophilic bacteria near 0°C are of the same 
order as those of mesophilic microorganisms at 37°C [2-4]. This clearly indicates that 
mechanisms of temperature compensation are involved. 

2. Enzymes and low temperatures 

The effect of temperature on “temperate” enzymes from mesophilic organisms has been 
extensively studied. When the reaction rates mediated by such enzymes are measured at 
various temperatures and extrapolated to low temperatures, one finds that at about 0ºC, 
the reaction rate is close to zero. It is likely that this drop is generated by the reduction
in catalytic efficiency (kcat/Km), caused by a decrease in the ability of the enzyme to 
modify its conformation or ‘breathe’ during catalysis. When temperature decreases,
water viscosity increases and gives rise to decreased (kcat/Km, due to a reduced motion of 
both solutes and water. Moreover, a decrease in temperature also induces a reduction in 
salt solubility and an increase in gas solubility. Decreases in the pH of biological 
buffers are also observed with decreasing temperature, affecting both the protein 
solubility and the charge of amino acids, particularly histidine residues [5, 6]. 
Temperate enzymes are also susceptible to cold-denaturation leading to the loss of 
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enzyme activity at low temperatures [7]. This phenomenon, which is a very general
property of globular proteins, affects, in particular, multimeric enzymes such as 
ATPases and fatty-acid synthetases as well as proteins showing a high degree of 
hydrophobicity [8]. Cold-denaturation is thought to result from interactions between
polar and non polar groups in protein and water [9], a process thermodynamically 
favoured at low temperatures. The breakdown of hydrophobic forces that are important 
for protein folding and stability causes protein unfolding. Enzymes from cold-adapted
organisms must be resistant to this low temperature induced-denaturation. Therefore 
hydrophobic forces might be less important in psychrophilic enzymes. 

3. Cold-adaptation: generality and strategies 

Proteins and especially enzymes from organisms adapted to high temperature 
environments have been the subject of considerable interest in both basic and applied
research for a number of years; the main objective has been to understand how 
structural and functional properties enable thermophiles to live in conditions where 
most normal proteins and nucleic acids would be denatured. Such information could 
contribute to a better understanding of the structural basis of thermostability and 
adaptive strategies, and could be applied to the biotechnology industry [ 10-1 3]. 
Because of their attractive biotechnological applications, cold-adapted bacteria are now 
receiving increased attention (for review, see Gerday et al. [14] and Margesin et al. 
[ 15]). Cold-adapted organisms live at the lowest temperatures allowing life 
development; either prokaryotic or eukaryotic; they have successfully colonised 
permanently cold habitats such as polar and alpine regions or deep-sea waters [ 16- 19].
To survive under such stress conditions, they have developed various adaptive
strategies from the level of single molecules to that of the whole organism. Indeed, cold 
adaptation has led to the modification of enzyme kinetics, the synthesis of specialised 
molecules known as antifreeze molecules, cryoprotectors and cold-shock proteins, the 
regulation of membrane fluidity, ion channels, microtubules polymerisation, frost 
hardening and seasonal dormancy [20-27]. In Permanently cold habitats, low 
temperatures have constrained psychrophiles to develop enzymatic tools allowing 
metabolic rates compatible to life which are close to those of temperate organisms. 
Such an objective could be reached by increasing the enzyme concentrations 
compensating for low kcat values. However, this strategy is improbable due to its energy 
cost. Therefore it has been reported only in a very few cases during acclimation of 
ectotherms [28, 29]. Another strategy would be the expression of specific isotypes 
kinetically adapted to a given environment [20, 30]. This kind of adaptation is only 
feasible when multicopies of genes are available. This process is particularly useful for 
seasonal reversible adaptation mechanisms, as observed in fish [3 1] and nematode 
enzymes [32]. Another alternative in cold-adaptation would be the design of enzymes 
characterised by temperature-independent reaction rates. In these perfectly evolved 
enzymes, the reaction rate would be only diffusion controlled. The analysis of the 
Arrhenius equation (1) shows that in this case, E a tends to zero and therefore the 
exponential term E a/RT tends to 1, leading to fast and mostly temperature-independent
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reactions. Such enzymes are relatively rare; some known examples are carbonic
anhydrase, acetylcholinesterase or triosephosphate isomerase. More generally however, 
most organisms living in cold habitats have adapted their metabolic rates by increasing 
the catalytic potential of their enzymes. Due to their different metabolic pathways, 
extracellular and intracellular enzymes have possibly adopted different adaptation 
strategies. Indeed, extracellular enzymes often encounter high substrate concentration, 
allowing them to perform catalysis at maximum speed. In this case, the adaptation will 
be oriented towards the catalytic constant kcat. However, for exoenzymes secreted in a
liquid medium poor in substrate, one can argue that they should also have highly 
optimised Km values. On the other hand, intracellular enzymes usually perform
catalysis at low substrate concentration, leading to the adaptation of kcat or Km or both 
and the constant to be taken into account is kcat/Km. Thus, it is often difficult to decide 
which parameter is to be optimised in the context of cold-adaptation and there are no 
general rules. 

4. Kinetic evolved-parameters

The catalytic cycle of an enzyme is made up of three main phases: recognition and 
binding of the substrate, conformational changes induced by the substrate, leading to 
product formation and finally, release of the product. Each of these phases involves 
weak interactions sensitive to temperature changes. Depending on the type of these 
weak interactions and on the substrate concentration, the temperature dependence of 
the enzymatic reaction can be close to that of an uncatalysed reaction, or quite 
different. Indeed, in the case of Michaelis-Menten kinetics, at high substrate 
concentrations, the concentration of Km, which roughly represents a measure of the 
affinity of the enzyme for the substrate, becomes negligible. Therefore, at a fixed 
enzyme concentration, the thermodependence of the reaction rate will be dependent
only on k,,,, the rate constant. However, at subsaturating substrate concentrations, the
situation will be quite different, since Km will also have an influence on reaction rate.
Thus the term to be considered is catalytic efficiency, kcat/Km.

Efficient binding of substrate by the enzyme is mediated by the nature and strength 
of weak interactions which are of two types: (i) interactions formed with a negative 
modification of enthalpy and hence exothermic (Van Der Waals, Hydrogen, 
Electrostatic) and (ii) interactions formed with a positive modification of enthalpy, and 
thus endothermic (Hydrophobic). The formers are destabilised by an increase of
temperature, whereas the latter will tend to be stabilised by moderately high 
temperatures. Km will be differentially affected by temperature according to the 
contribution of each type of bond to the enzyme-substrate interaction. If hydrophobic 
interactions are dominant, moderately elevated temperatures will have little effect on 
Km and the Q10 value will be kept constant. On the contrary, at low temperatures, Km

will increase and Q10 values will reach values well over 3.
Many scientists have investigated the adaptation process of psychrophilic enzymes 

and these works have been summarised in recent publications [14, 33-36]. These
studies have revealed that the dominating character of these cold-adapted enzymes is 
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their high specific activity compared to their mesophilic homologues at temperatures 
ranging from 0 to 30ºC. At higher temperatures, heat-denaturation occurs. The specific 
activity of many extracellular enzymes has been extensively studied: a-amylase [37], 
b -lactamase [38], chymotrypsin [39], elastase [40], lipase [41, 421, Ca2+-Zn2+ protease 
[43], subtilisin [44-46], trypsin [47] and xylanase [48]. It emerged from these studies
that all these enzymes have a general tendency to optimise their catalytic efficiency 
(kcat/Km, at the temperature of the habitat and that they all show higher thermosensitivity. 
The only particular case is β-lactamase (cephalosporinase) from Psychrobacter
immobilis A8 [38]. This enzyme displays a low level of thermal stability and a low
optimal temperature of activity. In contrast to other cold-adapted enzymes, however, it 
does not show an increased specific activity when compared to the most active 
mesophilic counterparts. In this particular case, a high level of specific activity is 
probably not required as the concentration of β-lactam antibiotics in the Antarctic
environment is low [38]. Nevertheless, another element has to be taken into
consideration. Indeed, class C b-lactamases have almost diffusion-controlled reaction
rates [49, 50]. Consequently, activity of both psychrophilic and mesophilic
cephalosporinases is weakly influenced by temperature with Q10 as low as 1.1. Such 
perfectly evolved enzymes therefore have very few possibilities to further improve kcat

values in the context of cold adaptation. The fact that the psychrophilic enzyme is
thermolabile does, however, raise the following question: if the psychrophilic β-
lactamase is almost perfectly evolved, why should it be thermolabile? Is it the result of 
the lack of selective pressure for a stable protein, or is heat-lability a common property 
required for efficient catalysis at low temperatures? As mentioned below, the latter 
proposal seems to apply here. 

Different mechanisms can be proposed to increase the catalytic efficiency of 
psychrophilic extracellular enzymes. An unusual one is a decrease in substrate binding-
strength (increased Km value) which could contribute to lowering the activation energy 
and consequently increasing the reaction rate. This first possibility has only been 
reported in a few cases [37, 47, 51]. One has to emphasise here that care should be 
taken when using small chromogenic substrates for determining the thermal 
dependence of Km, rather than the natural macromolecular one. Small chromogenic
substrates are very useful, but may have quite distinct binding modes, as seen in the
case of psychrophilic a-amylase, where the temperature dependence of Km strongly
varies as a function of the substrate used [37].

Regarding intracellular or periplasmic enzymes such as multimeric alcohol 
dehydrogenase [52], L-lactate dehydrogenase [53], triosephosphate isomerase [54, 55], 
glucose-6-phosphate dehydrogenase [56], citrate synthase [57], PspPI 
methyltransferase [58], β-galactosidase (Hoyoux et al, personal communication),
monomeric DNA polymerase [59], phosphoglycerate kinase [60] and DNA ligase [61], 
kinetic adaptations are unclear. Indeed even if these enzymes reveal a higher 
thermolability when compared to mesophilic enzymes, the higher specific activity is 
not a general characteristic: (kcat/Km, values are not optimised, except in the case of 
psychrophilic β-galactosidase, phosphoglycerate kinase and DNA ligase. Here again,
artefactual measurements, due to partial denaturation for example, have to be taken into 
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account along with the use of inappropriate substrates. Specific cofactors can also be 
involved. In the case of multimeric proteins, preserving appropriate intermolecular 
interactions could prevent or limit the molecular adjustments required to achieve high 
catalytic efficiency at low temperatures 

5. Activity/thermolability/flexibility 

Enzyme catalysis generally involves the "breathing" of all or of a particular region of 
the enzyme, enabling the accommodation of the substrate. The ease with which such 
movement can occur may be one of the determinants of catalytic efficiency. Therefore 
optimising a function of an enzyme at a given temperature requires a proper balance 
between two often opposing factors: structural rigidity, allowing the retention of a 
specific 3D conformation at the physiological temperature and flexibility, allowing the 
protein to perform its catalytic function [62, 63]. At room temperature, a thermophilic 
enzyme would be therefore stable, rigid and poorly active. This is certainly due to an 
increase in molecular edifice rigidity dictated by the low thermal energy in the 
surroundings, thus preventing essential movement of residues. In order to secure the 
appropriate stability at high temperatures, thermophilic enzymes appear to have a very 
rigid and compact structure at moderate temperatures, which, in most cases, is 
characterised by a tightly packed hydrophobic core and maximal exposure of charged 
residues at the surface [64, 65]. 

Hydrophobic interactions have been initially proposed as the major stabilising force 
in proteins [66, 67]. However, in 1995, Ragone and Colonna [68] suggested that 
hydrophobic interactions would not stabilise proteins having melting temperatures of 
about 87°C or above. So, other forces, such as salt bridges and hydrogen bonds, would 
be expected to play a major role in the extra thermostabilisation of such proteins. Their 
hypothesis is corroborated by studies suggesting that hydrogen bonding and the 
hydrophobic effect make comparable contributions to the stability of globular proteins 
[69, 70]. Since thermophily is correlated with the rigidity of a protein, psychrophily, at 
the opposite end of the temperature scale, should be characterised by a more flexible 
structure to compensate for the lower thermal energy provided by the low temperature 
habitat [20]. This plasticity would enable a good complementarity with the substrate at 
a low energy cost, thus explaining the high specific activity of psychrophilic enzymes. 
In return, this flexibility would be responsible for the weak thermal stability of 
psychrophilic enzymes. The weak stability of cold-adapted enzymes has been 
demonstrated by the drastic shift of their apparent optimal temperature of activity, the 
low resistance of the protein to denaturing agents and the high susceptibility of the 
structure to unfold at moderate temperatures. Until now, attempts to correlate this weak 
stability to an increased conformational flexibility have failed. Indeed, there is no direct 
experimental demonstration of such relationship, contrary to what was found in the 
case of thermophily [71]. In order to assess the flexibility of a protein structure, care 
has to be taken to avoid the use of a technique which gives an average measure of 
flexibility that does not correctly reflect the local flexibility required for catalysis. 
Some techniques have been extensively used to demonstrate the putative increased 
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flexibility of psychrophilic enzymes. Hydrogen-Deuterium (H/D) exchange offers a 
good quantitative parameter for measuring the average conformational flexibility of a 
macromolecule. For instance, it has been shown that the thermostable D-
glyceraldehyde-3-phosphate dehydrogenase is more rigid than its mesophilic 
counterpart at 25°C, thus suggesting that conformational flexibility is similar at
corresponding physiological temperatures [72]. This fact has been confirmed by H-D
exchange studies performed on thermophilic and mesophilic 3-isopropylmalate
dehydrogenases [71]. Indeed, the thermostable enzyme is more rigid at room 
temperature than its mesophilic homologue, whereas the enzymes display nearly 
identical flexibility under their respective optimal working conditions. The authors 
argued that evolutionary adaptation tends to maintain a “corresponding state” regarding 
conformational flexibility: conformational fluctuations necessary for catalytic function 
are restricted at room temperature in the thermophilic enzyme, suggesting a close 
relationship between conformational flexibility and enzyme function [73]. The fact that 
more rigid thermostable proteins reach the flexibility of thermolabile proteins at higher 
temperatures was already mentioned by Vihinen and colleagues [74]. In addition, T4-
lysosyme site-directed mutagenesis revealed that enzyme residues involved in function
are not optimised for stability, supporting the ‘stability-function’ relationship [75]. 
Nevertheless H/D exchange rate measurements recorded by Fourier transformed 
infrared spectroscopy (FTIR) carried out with psychrophilic and mesophilic α-amylases
failed to reveal any significant difference in the rate and magnitude of amide proton 
replacement, indicating either that there is no real difference or that the experiment 
temperature was not appropriate. Moreover, loops are well known to be the most 
mobile parts of enzyme structures. External loops in the psychrophilic α-amylase are 
shorter and the lower bulk of exchangeable protons can possibly compensate for an 
improved H/D exchange due to flexibility. NMR experiments on small psychrophilic 
enzymes should prove to be an attractive alternative in further investigation of the 
expected stability-flexibility relationship. So far, probably the only case in which the 
higher flexibility of cold enzymes has been demonstrated is in a fluorescence 
spectroscopy experiment on a Ca2+-Zn2+ protease isolated from psychrophilic and 
mesophilic Pseudomonas sp. It was clearly shown that the quenching effect of
acrylamide was much more important in the case of the psychrophilic enzyme [43]. 
However, it has yet to be demonstrated that increased flexibility gives rise to higher 
specific activity at low and moderate temperatures. 

In fact, the relationship between stability, specific activity and flexibility is much 
more complex than was expected. Diverse directed-mutagenesis experiments on 
psychrophilic enzymes have led to a better understanding of the activity-flexibility-
stability relationship. In such experiments, weak interactions mediated by residues 
occurring in mesophilic or thermophilic enzymes were introduced in psychrophilic 
enzymes specifically devoid of these interactions. The main goal of these experiments 
was to stabilise the psychrophilic mutants and to record the changes of the specific 
activity associated with the mutation. Attention was particularly focused on the α-
amylase from the psychrophile Pseudoalteromonas haloplanktis. Among the different 
mutations restoring a putative mesophilic character, the double-mutation N 150D-
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V 196F, engineering a salt bridge (N 1 50D) and an aromatic interaction (V 196F), caused 
decreased activity and significantly increased melting temperature (44°C to 46.4°C), 
establishing a correlation between increased stability and lowered activity (D' Amico et
al., personal communication). Some other site-directed mutagenesis experiments have 
been carried on subtilisin [45] and a moderately stable thermolysin like protease [76]. 
Both studies revealed that the stability of the mutated enzymes was drastically 
improved due to a small number of mutations, while increasing or retaining the original 
catalytic properties of the enzymes, which does not correspond with the stability-
specific activity-flexibility assumption. Moreover, a recent in vitro evolution
experiment has proved that stability and catalytic activity are not systematically 
inversely related, since random mutagenesis on the Bacillus subtilis p-nitrobenzyl
esterase led to an increase in stability (>14°C increase in Tm) without compromising 
catalytic activity [77]. In fact, reduced stability may not necessarily arise from a general 
reduction in strength of intramolecular forces, but from weakened interactions in one or 
a few important regions of the structure [78]. 

Figure 1. Thermal unfolding of the psychrophilic Pseudomonas sp. TACII 18 (left and 
yeast (right) phosphoglycerate kinase (PGK). a to d: baseline-subtracted thermograms 
recorded by DSC. a and b: free enzymes (the deconvolution in :wo transitions is dotted). c 
and d: PGK in the presence of 5 mM 3-phosphoglyceric acid and 5 mM Mg-ADP (solid 
lines). In c and d, the thermogram for free enzyme is given as a dashed line for 
comparison. HLd, heat-labile domain; HSd, heat-stable domain. 
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Some recent works have corroborated this statement. In the case of citrate synthase
[79], a calculation of crystallographic temperature (B) factors, which, to a certain
extent, reflect the flexibility or disorder of the crystal structure in a given region, 
revealed an unexpected higher flexibility for the thermophilic enzyme when 
considering the overall protein structure. However, in the psychrophilic homologue, the 
small domain showed a higher degree of flexibility than did the large domain. This 
inequality could promote activity at low temperatures, since a precise positioning of the 
small domain following substrate binding is necessary for efficient catalysis. As 
mentioned by Fields and Somero [80], notothenioid A4-lactate dehydrogenase has 
adapted to cold by increasing flexibility of small areas of the molecule which affect the 
mobility of adjacent active-site structures. The increased flexibility may reduce energy 
barriers to rate-governing shifts in conformation and thereby, increase kcat. Moreover, 
crystallisation of malate dehydrogenase from the Arctic Aquaspirillium arcticum
revealed that the active site of this enzyme is more flexible than that of the thermophilic 
one, facilitating efficient catalysis at low temperatures [81]. Finally, differential
scanning calorimetry performed on the phosphoglycerate kinase from the Antarctic 
Pseudomonas sp. TACII 18 [60] revealed unusual variations of its conformational 
stability in free (Figure la) and liganted forms (Figure 1c). As shown in Figure la, the 
psychrophilic PGK is characterised by a heat-labile (HLd) and a heat-stable (HSd) 
domain, whereas its mesophilic homologue has two domains unfolding simultaneously. 
In the substrate-free form of psychrophilic enzyme (Figure la), the heat-labile and the 
thermostable domain unfold independently. The existence of a stabilising domain has
previously been mentioned in xylanases [82], in which the increased stability of one 
domain promotes the stability of the whole molecule. Similarly, Bentahir and his 
colleagues have proposed that the PGK heat labile domain acts as a destabilising 
domain, providing the required flexibility around the active site for catalysis at low 
temperatures. Thus cold adapted proteins have evolved, either by displaying a reduced 
stability of all calorimetric units giving rise to native states of the lowest stability [83] 
or by being constituted of different elements, some controlling protein stability and 
others conferring the required flexibility for efficient catalysis at the habitat 
temperature.

6. Structural comparisons 

The thermostability of thermophilic enzymes has been extensively investigated and 
several possible determinants of this stability have been proposed [84]. In contrast, 
structural comparisons of cold active enzymes with their mesophilic and thermophilic 
counterparts have been limited, until recently, to the analysis of homology models 
and/or sequence alignments for a limited number of enzymes from bacteria, yeast and 
fish, such as α-amylase [37, 85], triosephosphate isomerase [54], subtilisin [44], trypsin 
(fish) [86], β-lactamase [38], elastase (fish) [87], 3-isopropylmalate dehydrogenase
[88], lipase [41], elongation factor (EF) 2 [89] and EF-G [90], xylanase (yeast) [48] and 
phosphoglycerate kinase [60]. These studies have revealed that only subtle 
modifications of the enzyme conformation account for low stability and that the 
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adaptation strategy is unique to each enzyme. Moreover neither the amino-acid residues 
involved in the catalytic process nor the topology of the active site of the enzymes are 
affected to any extent in cold-adapted proteins. This suggests that cold-adaptation does 
not involve new catalytic mechanisms, but rather that conventional mechanisms are 
modified to operate better at low temperatures. In fact, these works have revealed that 
the main features possibly implicated in cold-adaptation consisted of fewer salt links 
(especially with a reduced number of arginine residues), hydrogen bonds, isoleucine 
clusters and proline residues in loops, extended and highly charged surface loops, an 
increased number of glycine and serine residues close to functional motifs, a reduction 
in the hydrophobicity of the enzyme and an increase in the number of interactions 
between the enzyme surface and the solvent. All these parameters have been reviewed 
by Feller et al. [33, 91] and Gerday et al. [34]. Interestingly, the same structural factors 
have been implicated in the stability of thermophilic proteins [62, 92-96] suggesting 
that there is a continuum in the strategy of protein adaptation to temperature. 
The putative parameters involved in cold adaptation have been confirmed by recent 
resolutions of crystallographic 3D structures of some cold enzymes: salmon trypsin 
[78], α-amylase from Alteromonas haloplanktis [97-99], Ca2+-Zn2+ protease from 
Pseudomonas aeruginosa [100], triosephosphate isomerase from Vibrio marinus [55],
citrate synthase from the Antarctic bacterial strain DS2-R [79] and malate 
dehydrogenase from Aquaspirillium arcticum [8 1]. For instance, these enzymes 
frequently display a weakening of the intramolecular interactions. However, an 
increase in intramolecular ion pairs has been observed in the heat-labile citrate 
synthase, demonstrating that, as previously mentioned, all psychrophilic enzymes do 
not use the same strategy to increase structural resilience. The authors explained that 
this increase may serve to prevent cold denaturation by counteracting the reduced 
thermodynamic stability originating from an increase in solvent-hydrophobic
interactions. Exposure of hydrophobic residues to solvent is indeed destabilising, due to
the ordering of water molecules. Therefore, the elimination of destabilising 
hydrophobic interactions with solvent may be necessary for hyperthermostability, 
whereas their presence in thermolabile enzymes may be an important factor in 
preserving the protein structure at low temperatures. Increased solvent-hydrophobic
residues interaction has been reported for salmon trypsin and a cold-active a-amylase.
Decreased stability of cold-enzymes is also reached by a general weakening of 
interdomain or intersubunit interactions, which emerges as a critical force in stabilising 
hyperthermophilic enzymes [95, 101, 102]. As observed for salmon trypsin, citrate
synthase and malate dehydrogenase, a precise distribution of surface charges favours a 
better electrostatic attraction of substrates, contributing to an increased catalytic
efficiency. Finally a better accessibility of the catalytic cavity can improve substrate
accommodation; this has been described for salmon trypsin [78], a-amylase (Figure 2) 
[103] and citrate synthase [79] and could lead to a higher specific activity at low 
temperatures. All the above-mentioned factors may possibly improve the overall or 
local flexibility of the molecular edifice. 
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Figure 2. Active site accessibility. Upper panel: superimposition of the variable loops 
bordering the active site of the psychrophilic a-amylase from Pseudoalteromonas 
haloplanktis (backbone in black) and ofpigpancreatic a-amylase (backbone in grey). The 
carbohydrate inhibitor acarbose bound to the active site is also shown (centre of the 
figure, in black). These variable loops are markedly shorter in the cold-active enzyme. 
Lower panel: tangential view of the molecular surfaces facing the external medium (upper 
side). Acarbose is removed for clarity. The loops around the catalytic cleft of the cold-
active enzyme are less pro truding and favour active site accessibility. Picture generated 
by Swiss-PDBViewer [I27] using data from references [98, 99]. 

7. Fundamental and biotechnological applications 

It has already been demonstrated that cold-evolved enzymes constitute useful tools for 
fundamental studies in protein folding. Moreover, psychrophilic organisms and their 
products offer a high potential for biotechnological applications [ 15, 104, 105]. For 
example, a well known and important application of cold enzymes, such as proteases, 
lipases, α-amylases and cellulases, is their use in the detergent industry. Indeed, cold 
washing allows energy savings and a reduction in wear and tear. However, the thermal 
instability and storage of these enzymes can constitute a considerable drawback. It is, 
though, always possible to engineer recombinant enzymes in which reasonable stability 
is coupled with high catalytic efficiency [45]. In the textile industry, the use of a cold-
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adapted cellulase would offer an excellent alternative to stone-washing of jeans and 
biopolishing of cotton fibres [ 106]. Pre-treatment of tissues with cellulases, under the 
appropriate conditions, would reduce pill-formation (due to cotton fibre ends 
protruding from the main tissue fibres) and increase both the durability and the softness
of the tissue. The current treatment, however, leads to an alteration of the main fibre, as 
a result of the resistance of the mesophilic enzyme to heat-inactivation. The use of 
psychrophilic cellulase, which is easily inactivated, would allow circumventing this 
problem. One can also take advantage of the high thermosensitivity of psychrophilic 
enzymes in the food industry. The possible applications of cold-evolved enzymes are 
numerous. The main goals include the improvement of taste and product quality as well 
as the minimisation of mesophilic microorganism contamination. In order to prevent 
early degradation due to microbial growth, low temperature is often mandatory in the 
food industry. Thus, properties of psychrophilic enzymes, i.e. high specific activity at 
low and moderate temperatures and low thermal stability, would allow food to retain 
their freshness and flavour during the enzymatic reaction and following enzyme 
inactivation. Hence enzymes are promising in various fields such as lipid extraction , 
processing of fruit juices (pectinases) and cheese, modification of food texture, 
improvement in the quality of milk (b-galactosidases), bread (amylases, proteases, 
xylanases) and alcoholic drinks. 

Some cold-evolved enzymes, such as DNA ligase, alkaline phosphatase and uracil-
DNA glycosylase, also constitute new and performing tools in molecular biology. DNA 
ligases are essential in molecular biology. In fact, the ligation reaction requires a low 
temperature, in order to ensure sufficient temporal base pairing (through hydrogen 
bonding) to allow the formation of a phosphodiester bond. Commercially mesophilic 
DNA ligases have, however, relatively poor activity at temperatures below 15°C and 
require long incubation times. Under such conditions, the action of residual nucleases is 
favoured, which can interfere with the ligation reaction. Pseudoalteromonas
haloplanktis DNA ligase displays a high catalytic efficiency at low and moderate 
temperatures, compared to its mesophilic counterpart [61]. In addition, a relatively low 
inactivation temperature can be used, which does not denature DNA, and therefore, this 
enzyme represents a novel tool in biotechnology. Radioactive end-labelling of nucleic 
acids by T4 polynucleotide kinase requires the removal of the existing phosphates at 
the 5’ ends of DNA by alkaline phosphatase (APase). This enzyme must be inactivated 
after the reaction, to prevent degradation of labelled ATP and the loss of label from the 
substrates. However, known mesophilic APases display great thermal stability, leading 
to incomplete enzyme inactivation and interference with subsequent kinase and ligase 
reaction. Hence the remarkable temperature sensitivity of psychrophilic HK47 APase 
appears to be a useful feature for 5’ end-labelling [107]. Uracil-DNA glycosylase 
(UNG), produced by a psychrophilic marine bacterium, is also a potential tool for the 
biotechnology market [108]. UNG belong to a specific class of DNA repair enzymes 
[109]. These enzymes are mainly used to prevent carryover contamination in 
polymerase chain reaction (PCR), and hence avoiding false positive results, due to the 
contamination of PCR samples by products from previous amplifications. Prior to the 
actual PCR, the enzyme must be heat-inactivated. However, E. coli UNG, usually used, 
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is not completely inactivated during heat treatment, leading to degradation of the newly 
synthesised PCR product. This problem can be overcome by using the heat-labile UNG 
[108]. We have also to emphasise that the development of a ‘cold’ gene expression 
system is under investigation [ 110-1 12]. In fact, since cold-active enzymes are usually 
thermolabile, ordinary expression systems such as the E. coli expression system, may 
not be the most suitable for the expression of cold-active enzymes. So far, some cold-
shock proteins have been well characterised [26]. CspA is the major cold-shock protein 
in E. coli and recently, an expression system with a cspA promoter, which is controlled
by cold-shock treatment, has been developed [ 113]. Furthermore, other cold-inducible
promoters in E. coli have also been reported [ 114]. Therefore, the availability of such a 
cold-shock inducible expression system could enhance the expression yield by 
minimising proteolytic degradation as well as the accumulation of the recombinant 
product in insoluble precipitates. In addition, Remaut et al. [ 112] have developed an 
expression system in which E. coli -derived expression controlling elements are 
introduced into psychrophilic hosts, using as vector system a broad-host-range plasmid. 
It was shown that E. coli lacI q-Ptrc repressor-promoter system is operative at 
temperatures as low as 4°C in two different psychrotrophic species. 

Another interesting aspect of some Antarctic microorganisms is their production of 
polyunsaturated fatty acids (PUFAs), including eicosapentaenoic acid (EPA) and 
docosahexaenoic acid (DHA) (for review, see [115, 116]). In fact, they attract 
considerable attention as sources of pharmaceutical agents, functional foods, and 
supplement nutrition. Among other, PUFAs are essential for normal growth and 
development of the larvae of many aquaculture species. While bacteria have previously 
been considered for use in aquaculture feeds, their lack of essential PUFA was seen as a 
major drawback [ 1 17]. However, it now appears that some strains of Antarctic bacteria 
also produce high levels of PUFA [118, 119]. Use of such PUFA-producing
microheterotrophs in aquaculture diets, livestock and human diets is now an expanding 
area of interest. 

Over the past decade numerous environments and especially low temperature 
habitats have been contaminated by oils, which has led to the investigation of 
hydrocarbon degradation by Antarctic micro-organisms [ 120- 122]. Degradation of 
xenobiotic compounds including diesel oil and polychlorinated biphenyls by 
psychrophilic bacteria could offer a possible alternative to physicochemical methods. 
Moreover, the addition of such bacteria to contaminated cold area should help to 
enhance the biodegradation of hydrocarbons [ 18, 123-126].

8. Conclusions 

In the last few years, increased attention has been focused on enzymes produced by 
cold-adapted micro-organisms. It has emerged that psychrophilic enzymes represent an 
extremely powerful tool in both protein folding investigations and for biotechnological 
purposes. Such enzymes are characterised by an increased thermosensitivity and, most 
of them, by a higher catalytic efficiency at low and moderate temperatures, when 
compared to their mesophilic counterparts. The high thermosensitivity probably 

189



D. Georlette et al 

originates from an increased flexibility of either a selected area of the molecular edifice 
or the overall protein structure, providing enhanced abilities to undergo conformational 
changes during catalysis at low temperatures. Structure modelling and recent 
crystallographic data have allowed to elucidate the structural parameters that could be 
involved in this higher resilience. It was demonstrated that each psychrophilic enzyme 
adopts its own adaptive strategy. It appears, moreover, that there is a continuum in the 
strategy of protein adaptation to temperature, as the previously mentioned structural 
parameters are implicated in the stability of thermophilic proteins. Additional 3D 
crystal structures, site-directed and random mutagenesis experiments should now be 
undertaken to further investigate the stability-flexibility-activity relationship, 
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MOLECULAR AND CELLULAR MAGNETIC RESONANCE CONTRAST 
AGENTS

J.W.M. BULTEAND L.H. BRYANT JR. 
Laboratory of Diagnostic Radiology Research, Clinical Center, National
Institutes of Health, Bethesda, MD 20892 

Summary

Certain chemical structures have magnetic properties that enable faster proton
relaxation, allowing their use as MR contrast agents or magnetopharmaceuticals when 
found biocompatible. Larger complexes such as macromolecular or particulate contrast 
agents have recently emerged as a distinct subgroup of magnetic materials, suitable for 
contrast enhancement of the blood pool and specific tissues. This chapter describes the
latest advances in chemical engineering and molecular/cellular biology, which are
producing an entirely new class of (targeted) MR contrast agents that can be used for 
high-resolution imaging of biologic processes at the molecular and cellular level. 

1. Introduction

Image contrast in MR imaging is largely determined by the magnetic relaxation times
of tissues. Following a radiofrequency (RF) pulse at the resonance frequency (42.57 
MHz/Tesla), protons absorb the electromagnetic radiation, and return or “relax” to the
lowest energy state of alignment with the applied magnetic field. This magnetic
relaxation is described by the time constant T1, which represents the time for 63% of
the relaxation to take place. The RF pulse also creates a transverse magnetisation that 
precesses about the applied magnetic field. The time constant T2 refers to the time it 
takes for 63% of the transverse magnetisation to decay following multiple spin echoes. 
MR contrast agents alter the magnetic relaxation times and may affect both T1 and T2 
by dipole-dipole interactions. Their efficiency is usually expressed as relaxivity (R), 
which represents the reciprocal of the relaxation time per unit concentration of metal, 
with units mM-1s-1. Because of dephasing effects, one can classify contrast material into 
“T1 agents” and “T2 agents”. This classification is according to their predominant 
effect on relaxation, but, because of dephasing effects, the T2 relaxivity (R2) is usually 
higher than R1, even for T1 agents. 
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As compared to single ionic chelates, larger magnetic complexes have higher 
(molecular) relaxivities and may have a longer blood half-life. They are currently being 
explored as potential blood pool and tissue-specific MR contrast agents. Magnetic 
nanostructures that primarily affect T1 are all based on paramagnetic chelates
containing Gd(III), Mn(II) or Fe(III), bound to a larger molecule or polymer backbone.
Examples of such “carrier” molecules include albumin [1-31, poly-L-lysine [4,5],
dextran [6,7], liposomes [8-10], and Starburst® dendrimers [ 1 1,12]. Magnetic 
nanostructures that predominantly affect T2 include Dy(III) containing polymers 
[13,14] and superparamagnetic iron oxides [15-17], where the magnetically active core
is Fe3O4, γFe2O3, or FeOxOHy.

Depending on the applied field strength, chemical environment, and tissue
biodistribution, contrast agents may enhance the relaxation of water protons by 
different mechanisms. Much of our understanding has come from variable-field
relaxometry, and analysing the resulting nuclear magnetic relaxation dispersion 
(NMRD) profiles. Until recently, the technique has been limited to the study of T1 
relaxation mechanisms, but a unique instrument is now available in our laboratory that 
can obtain both 1/T1 and 1/T2 NMRD profiles. This variable-field T1-T2 relaxometer 
is considered to be a key instrument for the development of new 
magnetopharmaceuticals. It also serves as a routine instrument to determine the specific 
uptake of cellular and molecular contrast agents in vitro, analogous to the use of a 
liquid scintillation counter in nuclear medicine. 

The non-invasive nature of MR imaging, its high spatial resolution (up to 20 µm 
isotropic, i.e. near cellular resolution), and the ability of 3D volume acquisition 
continuously or repeatedly at different time points, all make contrast-enhanced MR 
imaging a unique and powerful tool to study biologic processes at the molecular and 
cellular level. Indeed, the interest in the development of molecular and cellular MR 
contrast agents appears to have increased significantly over the last few years, and the 
present chapter attempts to give an overview of the latest developments in the field. 

2. Magnetically labelled antibodies 

With the introduction of the monoclonal antibody (mab) technology by Köhler and 
Milstein in 1975 [18], the opportunity was created to produce antibodies in large 
quantities with a high degree of purity and specific for a single antigenic epitope. With 
the ability to conjugate radioisotopes to mab’s it was shown a few years later that 
tumour nodules could be detected specifically and non-invasively, initially using 131 I 
labelled anti-CEA mabs [19]. This was followed by reports that improved
radioimmunodetection could be achieved when Fab or F(ab’)2 fragments were used 
instead of the intact immunoglobulin [20,21].

When MR imaging was introduced in the early 1980s along with gadolinium
chelates as MR contrast agents, the preparation and use of magnetically labelled 
antibodies seemed a natural extension of the earlier work carried out with radiolabelled 
antibodies. In this way the detailed anatomic information on the MR images could then 
potentially be specifically altered or marked in order to detect (neoplastic) disease in its 

198



Molecular and cellular magnetic resonance contrast agents 

earliest stages. The first reports on the use of Gd-DTPA-labelled mab appeared around 
1985 and described the attachment of a few to a maximum of 15 chelates per antibody 
[22-25]. The outcome of these early studies was disappointing, in that no specific
contrast enhancement could be observed. Using the exact same tumour-animal model 
system but 153Gd instead of 157Gd, Anderson-Berg et al. [24] showed that this is an issue 
of sensitivity: radioisotopes can be detected as tracer molecules in nanomolar
concentrations, whereas paramagnetic chelates require micro- to millimolar doses in 
order to be detectable. Since the amount of linkable chelates per molecule is limited to 
approximately 5-10 (too heavily loaded mabs lose their immunoreactivity), other 
strategies had to be pursued. 

One strategy is the use of large carrier molecules such as poly-L-lysine [26-28] or 
crosslinked albumin-gelatin complexes [29], which are loaded with chelates, and 
covalently linked to mabs. In this approach, about 50-100 chelates can be bound per 
mab. A detailed review about the achievable “molecular” relaxivity (i.e. total relaxation
enhancement per mab or molecule taking into account all attached metal ions) using 
different strategies has been published elsewhere [30]. However, it should be kept in 
mind that in addition to (not always that simple) dose-signal enhancement requirements 
there are physiological biodistribution barriers which eventually impose their own 
limitations on the feasibility of immunospecific imaging using paramagnetically 
labelled antibodies. For instance, larger molecules or complexes may have a reduced 
blood half-life and/or vascular permeability, w both of which can reduce the specific 
uptake in the target tissue. Another factor is the total dose needed for specific (tumour) 
detection; an administered dose of 2 mg antibody per mouse (100 mg/kg) translates to 7
grams of protein for an equivalent human study. 

Instead of linear polymers, such as poly-L-lysine, spherical molecules or complexes 
that allow multiple attachment of chelates may be used. Dendrimers are ideal molecules 
for this purpose: a molecular relaxivity of 60,000-80,000 mM-1s-1 can be achieved for a 
generation 10 (G10) dendrimer [12]. These molecules allow the attachment of mabs 
[31] or other receptor-specific molecules [32], and are currently being further explored
for that purpose. Alternatively, particulate emulsions or liposomes may be employed, 
but these large complexes may exhibit limited tissue penetration. Their use has been 
most successful in targeting antigens that are expressed on the surface of endothelial 
cells and are exposed to the blood pool, such as the neovascular marker integrin avb3 
[33,34] and fibrin [35]. 

The second approach for preparing magnetically labelled antibodies is to use 
superparamagnetic iron oxide nanoparticles. In general these particles have, on a 
(milli)molar metal basis, a significantly higher relaxivity than the paramagnetic 
(gadolinium) chelates. In addition, there are usually several thousand iron atoms per 
particle, thus amplifying their effectiveness as a contrast agent. For example, when a 
particle (size range in the order of 10-20 nm) containing 5000 iron atoms is linked to a 
few mabs and exhibits a measured relaxivity of 100 mM-1s-1, the actual molecular 
relaxivity will be in the order of 500,000 mM-1s-1. But perhaps even more important is 
the fact that these magnetic nanoparticles can be detected with scanning techniques that 
are very sensitive to local differences in magnetic susceptibility and microscopic field 
inhomogeneities, which causes a rapid dephasing of protons (T2 shortening), and can 
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be detected without refocusing of 180° pulses (T2* effect). Of paramount importance 
here is that water protons at distant sites can be affected, leading to a “blooming effect”, 
i.e. an amplification of signal changes. 
Magnetite particles need to be stabilised in order to prevent aggregation. Most 
commonly this is accomplished by a coating of dextran. Immunoglobulins can then be 
covalently linked to the polysaccharide coat using a periodate-oxidation/borohydride-
reduction method, which, through the formation of Schiff bases as intermediates, 
covalently links the amine (lysine) groups of the mab to the alcohol groups of the 
dextran [36,37]. MION-(46L) iron oxide nanoparticles have been conjugated this way 
to polyclonal IgG for detection of induced inflammation [38), to mab fragments for the 
specific visualisation of cardiac infarct [39], and to intact mabs for immunospecific 
detection of intracranial small cell lung carcinoma [40], ICAM- 1 gene expression [4 1], 
and oligodendrocyte progenitors [42]. Alternative ways of attaching mabs to magnetic 
nanoparticles include glutaraldehyde crosslinking [43], complexing through ultrasonic 
sonication [44,45], using the biotin-streptavidin system [46] and amine-sulfhydryl
group linkage [47,48]. For in vivo applications, limited success (e.g. true specific 
immunodetection) has been achieved thus far but this is likely to improve with the 
development of smaller nanoparticles that facilitate endothelial penetration and exhibit 
longer blood half-lives.

3. Other magnetically labelled ligands 

Either paramagnetic chelates or magnetic nanoparticles can be linked to molecules 
other than mabs in order to confer specificity for a targetable receptor. For the group of 
paramagnetic agents, it has been demonstrated that “folated” gadolinium-dendrimers
can be targeted in vitro to folate-receptor bearing leukaemic cells [32], and induce 
significant specific changes in relaxation times that is inhibitable by free, non-
conjugated folate. This may be used for in vivo imaging of folate-receptor
overexpressing tumours [49], but further work including the use of non-targeted
polymer controls is needed. Another approach of conferring specificity to a 
paramagnetic label is to link it to an antisense oligonucleotide; a specific proton 
relaxation enhancement has been achieved for 5S rRNA as a macromolecular target and 
its labelled complimentary 6mer antisense sequence [50]. 

For magnetic iron oxide particles, the first use of a targetable ligand employed the 
use of arabinogalactan [51,52] in lieu of bacterial dextran as the polysaccharide 
coating: in this way, specific uptake in hepatocytes is achieved through uptake of the 
asialoglycoprotein receptor. Similar results were obtained when asialofetuin was used 
as a coating [53], and may be useful for improved detection of hepatocellular 
carcinoma. (Synthetic) peptides can also be linked to MION-46 or other very small iron 
oxide particles. For instance, cholecystokinin- [54] and secretin-[55] linked particles 
have been employed for MR visualisation of their respective pancreatic receptor and 
may aid in the diagnosis of pancreatic cancer. Transferrin is another example of a 
targetable protein, since certain tumours are known to overexpress transferrin receptors. 
Transferrin-iron oxide particles have been used for specific detection of gliosarcoma 
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[56,57] and breast carcinoma [58], with and without transfection of the Tfr-encoding
gene, respectively. The protein ferritin has been exploited to encapsulate 
superparamagnetic iron oxides [59], but targeting these compounds to ferritin receptors 
(with and without pre-saturation with apoferritin) have been unsuccessful so far [60], 
possibly as a result from structural changes of the protein during the synthesis process. 

4. Magnetically labelled cells 

Most of our understanding of the biological function of cells and their interaction 
with(in) tissues comes from a static viewpoint obtained by light or electron microscopy, 
techniques which are basically unaltered since their inception about 350 and 60 years 
ago, respectively. Cells can be labelled ex vivo using a vital dye (optical or electron-
dense, rendering the cell viable) and given back to the organism, which is then 
sacrificed and processed following a certain amount of time in order to determine the 
history and fate of administered cells. MR imaging offers the “dye and let live” 
approach: if cells can be labelled ex vivo with MR contrast agents, then their fate could 
possibly be monitored in vivo non-invasively and repeatedly, so that unique dynamic 
information can be obtained about the cellular movements and interactions with tissues. 
Clearly, this technique holds enormous potential and could potentially revolutionise 
the field of cell biology. 

Requirements for the “vital dye”, obviously, is no alteration of the function or 
longevity of the labelled cell, so it needs to be internalised into the cellular cytoplasm 
or nucleus (membrane-bound contrast agents are likely to interfere with cell-tissue
interactions and may detach easily from the cell membrane). The second requirement is 
that, while not overloading and potentially killing the cell, a sufficient degree of 
labelling needs to be achieved in order to be able to detect the cells by MR imaging (see 
also section 1 on the generally low sensitivity of MR contrast agents). Iron oxide 
particles are naturally a first choice as candidates for cellular contrast agents, given 
their high relaxivity, T2* signal amplification effects, limited toxicity (cells naturally 
need and contain iron), and biodegradability. 

In the late 80s, clinical studies on the biodistribution of ex vivo
111

In-labeled tumour
infiltrating lymphocytes (TILS) and peripheral blood lymphocytes (PBLs) were carried 
out on patients undergoing adoptive cellular immunotherapy [61,62], and this 
stimulated attempts to label lymphocytes with superparamagnetic iron oxides. 
Strategies to prepare magnetically labelled lymphocytes included incubation with 
liposome-encapsulated iron oxide particles [63], incubation with non-derivatised
dextran-coated iron oxide particles [64-69], lectin-mediated uptake [70], and uptake
mediated by the tat-peptide [7 1,72]. The HIV- 1 tat-peptide contains a membrane 
translocating signal that efficiently shuttles MION nanoparticles into cells. In addition, 
granulocytes (neutrophils) have been labelled with iron oxides to image their 
localisation in areas of infection and inflammation [73], analogous to clinical nuclear
medicine studies using 111In-labeled leukocytes. In the above studies, magnetically
labelled white blood cells were administered systemically (intravenous injection). A 
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different approach is to inject tagged cells in situ (locally) in the tissue of interest, i.e. to 
transplant the cells. 
The central nervous system has been a primary area of interest for neurotransplantation 
studies of iron oxide-labelled cells. Several groups have demonstrated that it is possible 
to depict magnetically labelled cells at the injection site [74-76]. Our group 
demonstrated, for the first time, that it is possible to visualise cell migration, at least up 
to 10 mm away from the site of transplantation [42].

Figure 1. Magnetically labelled cells: binding of an anti-transferrin receptor mab-iron
oxide particle construct. Oligodendrocyte progenitor (CG-4) cells express high numbers of 
the transferrin receptor (Tfr). Upon crosslinking of the Tfr by the specific OX-26 mab, the 
cell receives an internalising signal to endocytose the Tfr-OX-26 complex plus the 
covalently linked MION-46L iron oxide nanoparticles used as magnetic label. 
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In this study, oligodendrocyte progenitors were first incubated with iron oxide particles 
that were covalently linked to anti-transferrin receptor(Tfr) mabs (See Fig. 1). Upon 
binding of the construct, the Tfr is being crosslinked by the mab which results in an 
internalising signal. The receptor-mediated endocytosis then stashes away the iron
oxide particles in endosomes. Following transplantation of only 5 x 104 magnetically
tagged cells, the dark areas on the MR images corresponded to the cellular migration 
mainly within the dorsal column, and corresponded to the areas of new myelination 
(see Fig.2). While the imaging in that study was performed at high resolution ex vivo, 
we have since demonstrated that these and similar cells can be monitored serially in
vivo, even using lower resolution clinical MRI systems [77]. In parallel with these new 
technologies, another breakthrough development occurred that will have profound 
implications for the use of cellular therapies, namely the isolation and successful 
propagation of human embryonic stem (ES) cells [78, 79]. Using mouse ES cells, a 
number of different groups have shown the near unlimited potential of these cells to 
become differentiated, specific cell types that can be used to repair defunct or damaged 
tissue. Magnetic particles that can label cells non-specifically, regardless of tissue 
origin or animal species, yet show high cellular uptake ratios are highly desirable to 
further develop this field of cellular MR imaging. In collaboration with chemists at 
Temple University, our group has developed dendrimer-coated iron oxide particles or 
“magnetodendrimers” as a new type of non-specific magnetic tag that shows excellent 
cellular uptake and relaxation enhancement [80].

While superparamagnetic iron oxides appear, for good reason, the primary magnetic 
label of choice for tagging cells, paramagnetic chelates may also be used. It was shown 
that by injecting Gd-DTPA-dextran in just one single cell of an early (16-cell) stage 
developing frog embryo, the embryonic cell lineages and movement of differentiating 
cells could be followed by MR microscopic imaging [81]. Transferrin conjugated to 
poly-L-lysine has been used to co-transfer Gd-chelates and DNA into cells [82], and 
using the HIV tat-peptide described earlier cells have been tagged with Gd- and Dy-
chelates [83]. The advantage of using Gd-chelates is that the inner-sphere water co-
ordination may be manipulated in order to create “on-off’ cellular switches; our group 
is currently pursuing this approach using paramagnetically labelled dendrimers [84]. 

5. Axonal and neuronal tracing 

Nerves are normally isointense with the surrounding tissue and are therefore difficult to 
detect individually by MR imaging. Following injection of wheat germ agglutinin 
(WGA)-conjugated dextran-coated iron oxide particles into the rabbit forearm muscle, 
the particles are taken up and transported by median nerves, which can then be easily 
detected as separate structures on the images [85]. Similarly, using a rat model of focal 
crush injury to the sciatic nerve, it was shown that these nerves can become traceable 
following injection of MION particles directly at the site of injury [86]. Binding and 
transport of the iron oxides were comparable to slow axonal transport with a speed of 
about 5 mm a day. Interestingly, although WGA is being reported to have a high 
specific affinity for neurons, similar results were obtained for WGA-coated and non-
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coated particles that were either negatively or positively charged [86,87]. Another 
approach to detect nerves and, in particular, to trace neuronal connections is to use 
intravitreal injection of paramagnetic manganese ions (Mn2+), allowing MRI 
visualisation of the olfactory pathway [88]. The mechanism of the neuronal cellular 
uptake of Mn2+ is not clear and possibly results from binding to voltage and ligand-
gated Ca2+-transporters. This pioneering work has sprang forward from the group’s
earlier observations that systemic Mn2+ administration plus opening of the blood-brain
barrier enabled MRI detection of neuronal activation, presumably through mimicking 
of the calcium influx necessary for release of neurotransmitters [89]. 

Figure 2. Magnetically labelled cells: MR tracking of cell migration and myelination. 
Magnetically labelled oligodendrocyte progenitors are injected into the spinal cord of 
myelin deficient (md) rats. The cellular migration and distribution pattern at 10-14 days 
following transplantation can be visualised non-invasively and in three dimensions by MR 
microscopic (high-resolution) imaging. Histopathological correlation (performed 
afterwards) demonstrates that the dark areas of MR contrast correspond to the areas of 
cellular migration and the induced (new) myelination. 

6. Imaging of gene expression and enzyme activity 

With the advent of gene therapy, that is, therapeutic cellular delivery of DNA encoding 
for missing or defective genes, there is an urgent need for a non-invasive technique that 
can monitor the cellular uptake, host DNA integration, and functional expression. The 
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primary strategy to accomplish this would be co-transfection with a reporter gene, i.e. a 
gene of which the functional expression can be visualised directly (the assumption is 
that both genes will be co-expressed). While other imaging techniques have shown that 
this is indeed feasible, e.g. positron-emission tomography (PET) tracers linked to 
antiviral drugs that bind to the product of the reporter gene thymidine kinase (HSV-tk)
[90-93] or bioluminescent and fluorescent proteins such as firefly luciferase and green 
fluorescent protein in the case of optical imaging [94], none of these techniques offer 
the microscopic resolution and deep tissue penetrating capabilities of MR imaging. 
However, as pointed out earlier, the sensitivity of MRI for detectable tracers is low. 

Ideally the reporter gene would encode for the cellular expression and synthesis of a 
superparamagnetic iron oxide. We know that eukaryotic cells are capable of biological 
synthesis of magnetite: magnetoreceptor-bearing cells containing iron oxide particles 
have recently be identified in migrating trout fish [95], which use the earth’s magnetic 
field for navigation. Similar particles can also be found in bees, salmon, pigeons and 
other birds. Studies on the genes involved with the preparation of magnetosomes 
(single domain magnetite particles coated with a lipid bilayer) have focussed on the 
magnetotactic bacterium Magnetospirillurn sp. AMB-1 [96,97]. In order to achieve 
cellular expression of magnetite it is unlikely that just one single gene is needed; rather 
it would require a set of reporter genes of which the correct insertion, transcription and 
assembly may be extremely complex. Accomplishing this daunting task, however, 
would be of an immense value and would make MRI the primary imaging technique for 
the in vivo detection of gene expression. In the meantime, the group of Koretsky et al. 
who earlier pioneered a non-invasive detection of gene expression through use of 31P
NMR spectroscopy detectable tracers (creatine kinase, see [98], have inserted 
transferrin-receptor transfected tumour cells into the mouse, and were able to detect 
significant signal changes as a result from the increased uptake of iron [99]. The use of 
Tfr as a potential reporter gene, however, may have some complexities to it as the 
transferrin-bound iron is initially paramagnetic (predominant T1 -effect), and the time 
course of subsequent metabohation and transformation into antiferromagnetic ferritin 
(predominant T2-effect) may vary widely among different cell types. Another approach 
is to target iron oxide particles bound to transferrin to the Tfr-transfected cell lines 
[56,57], although this can be viewed as being merely a model of detecting an 
overexpressed receptor (e.g. other receptor-ligand systems may be used) rather than an 
attempt to use the intrinsic contrast-enhancing properties of a reporter gene. Another 
potential reporter gene for inducing “endogenous contrast”, analogous to Koretsky’s 
Tfr approach, is tyrosinase, an oxidoreductase that is an enzyme essential for the 
overproduction of melanin. Transfected cells incubated with high levels of iron show 
an increased uptake of iron and appear bright on T1-weighted images [ 100, 101]. 

Outside the imaging field, one of the most commonly used reporter genes is LacZ, 
that encodes for the enzyme b -galactosidase, and can be visualised (invasively) 
histochemically by conversion of the X-gal substrate resulting in a Prussian Blue 
stained endproduct. Meade et al. have created a paramagnetic Gd chelate in which the 
only accessible water-binding site (for inner sphere relaxation) is blocked by a 
galactose group [102]. In the presence of the b -galactosidase enzyme, the blocking 
sugar cap is removed, and the MR contrast agent “switched on”. Indeed, the use of such 
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a “functional” (as if there are many non-functional agents on the market these days) or 
“smart” or “intelligent” contrast agent has allowed tracking of the gene expression and 
cellular differentiation pattern of the Xenopus luevis embryo: by injecting a galactose-
capped Gd-chelate in both cells of a two cell-stage embryo, but b -galactosidase DNA
into only one cell, it is possible to follow the development of transfected progenitor 
cells (which all exhibit contrast enhancement) by MR microscopy [ 103]. 

Other examples of functional contrast agents include bioactivation of a prodrug and 
induction of relaxation enhancement by the enzyme alkaline phosphatase [ 104] and the 
development of a calcium-sensitive MR contrast agent [ 105]. Non-invasive, three-
dimensional visualisation of such an intracellular secondary messenger concentration 
would be very valuable; however, for all these “smart” approaches, we should realise 
that two free parameters are being introduced: 1) the concentration of the enzyme or 
messenger and 2) the concentration of the administered contrast agent. Since both will 
be unknown and may vary in time, a correct interpretation of the obtained contrast may 
actually prove more difficult than expected (Robert Muller, personal communication). 
In addition, blocking of the contrast effect by a removable cap may not be complete but 
perhaps 80%, as a result of the remaining outer-sphere relaxation effect (Michael 
Tweedle, personal communication), complicating the interpretation possibly even 
further. Nevertheless, it is expected that these “smart” contrast agent technologies and 
variations thereof will mark the dawn of a new era and potentially revolutionise the 
field of molecular and cellular biology. 

7. Conclusions 

Several distinct species of molecular and cellular MR contrast agents have recently 
been developed. By exploiting their high relaxivity and tailoring their specificity, these 
agents appear to be promising for visualisation of selected biological events such as cell 
migration, transgene expression, and enzyme activity. Only an integral approach using 
the latest advances in biotechnology, molecular and cellular biology, biophysics, and 
chemistry will fully exploit the near boundless applications of molecular and cellular 
MR contrast agents. 
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RADIOACTIVE MICROSPHERES FOR MEDICAL APPLICATIONS 

URS HÄFELI 
Cleveland Clinic Foundation, Radiation Oncology Department T28 
9500 Euclid Ave., Cleveland, OH 44195 

Summary

This paper reviews the preparation and application of radioactive microspheres for 
medical purposes. It first discusses the properties of relevant radioisotopes and then 
explores the diagnostic uses of gamma-emitter labelled microspheres, such as blood 
flow measurement and imaging of the liver and other organs. The therapeutic uses of 
alpha- and beta-emitting microspheres, such as radioembolization, local tumour therapy 
and radiosynovectomy, are then described, and the recent developments in neutron 
capture therapy using gadolinium microspheres and boron liposomes discussed. The 
review concludes with some considerations in radiopharmaceutical kit preparations and 
radioisotope generator use, as well as with some radiobiological and dosimetric 
concerns.

1. Definition of microspheres 

Many different kinds of microparticles are used for both diagnostic and therapeutic 
medical applications. In the broadest terms, as the name implies, microparticles or 
microspheres are defined as small spheres made of any material and sized from about 
10 nm to about 2000 µm. The term nanospheres is often applied to the smaller spheres 
(sized 10 to 500 nm) to distinguish them from larger microspheres. Ideally, 
microspheres are completely spherical and homogeneous in size (Figure 1 A), although 
particles less homogeneous in size and shape are generally termed microspheres as well 
(Figure 1 B). Depending on the preparation method and material used, microspheres 
show a typical size distribution which often deviates from the mono-sized ideal (Figure 
1C). The category of microparticles also includes colloids which are crystallised,
insoluble conglomerates of defined chemical composition, liposomes which are 
phospholipid vesicles, and naturally occurring particles such as red blood cells or 
leukocytes. When discussing general points in this review, the entire group of 
microparticles will simply be referred to as “microspheres”. Larger molecules such as 
antibodies or peptides are also occasionally included in this group but will not be 
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considered in this review. Wilder [ 1] and Papatheofanis [2] have nicely described the 
therapy of tumours using radiolabelled antibodies, i.e. radioimmunotherapy, or 
radiolabelled peptides. 

Figure 1. Microspheres for the delivery of radioactive isotopes. A) Spherical glass 
microspheres containing the two β -emitters I86 Re and 188 Re. B) Carbon-iron
micros heres labelled with radioactive 99mTc, C) Poly(lactic acid) microspheres labelled 
with 188Re

2. Applications and in vivo fate of microspheres 

The largest application for microspheres in medicine is drug delivery. Sales of 
advanced drug delivery systems in the U.S. alone exceeded $13 billion in 1997, and are 
expected to increase. The medical uses of particulate drug delivery systems cover all 
areas of medicine such as cardiology, endocrinology, gynaecology, immunology, pain 
management and oncology. Most of the advanced drug delivery systems utilise 
microspheres or microcapsules for the encapsulation of drugs and proteins (see Table 
1). The drug-loaded microspheres can be applied locally or delivered to the target area 
after intravenous injection by either passive means (e.g., trapping by size) or active 
means (e.g., magnetic targeting). From the target area, the encapsulated drug is slowly 
released over the desired time period, the length of which is determined mainly by the 
drug's biological half-life and its release kinetics from the microsphere matrix. This 
type of encapsulated drug delivery system has the advantage of protecting the 
encapsulated drug from the in vivo environment until time of release. Even very 
unstable substances such as growth hormones, interferon [3], or neuroactive peptides, 
[4] can be given in one daily dose instead of in several daily injections. Oral 
applications of very sensitive drugs such as insulin are also possible, as shown by 
Mathiowitz and others [5]. 
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Table 1: Medical applications of microspheres 

Mechanism Application (Examples) Microsphere Matrix Ref. 
(Examples)

Controlled drug Release of proteins, PLA, PLGA, chitosan, [6] 
delivery after local hormones and peptides polycyanoacrylate,
application over extended times polyanhydride

Oral drug delivery Gene therapy with DNA PLGA, styrene, [7] 
of easily degraded plasmids; delivery of polymethylmethacrylate 
drugs insulin, LHRH 

Vaccine delivery Hepatitis, influenza, PLGA, chitosan [8,9] 
pertussis, ricin toxoid, 
diphteria toxoid; birth 
control

Drug targeting Passive targeting of leaky Any biocompatible 
after intravenous / tumour vessels, active material; liposomes or 
intra-arterial targeting of tumour cell erythrocytes 
application antigens, magnetic 

targeting with 
microspheres

Drug delivery Tumour targeting with PLA, PLGA, starch [10,11] 
without toxic side doxorubicin, treatment of cyanoacrylates, etc.; 
effects Leishmaniasis (PEG-) liposomes 

Specific cell Stem cell extraction, bone Magnetic polystyrene [12] 
labelling marrow purging microspheres

Affinity Isolation of antibodies in Polymer resins such as [ 13] 
chromatography immunology, cell Agarose-polyacrolein,

separation, toxin Sephadex (polymer 
extraction supports) 

Adsorption of Haemoperfusion Agarose-PA7 Sepharose, [ 14] 
harmful substances activated carbon, 
from blood polyvinyl alcohol, 

polyacrylamide
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Table I: Medical applications of microspheres 

Mechanism Application (Examples) Microsphere Matrix Ref. 
(Examples)

Particle Diagnostic tests for Polystyrene (latex), [15] 
agglutination tests infectious diseases silica, superparamagnetic 
(qualitative and (bacterial, viral, fungal.. .); particles 
quantitative) other tests in human 

diagnostics (growth 
hormones, FDP,. . .) 

Endovascular Complex arteriovenous Poly(vinylalcohol), glass, [ 16] 
embolization malformations in the polyurethane, poly(2-

brain; liver and other hydroxyethy 1 
tumour treatment; methacrylate) 
management of life 
threatening haemoptysis 
and haematemesis 

Structure for cell Cell culture of adherent Gelatine, Sephadex, [17] 
growth cells in large amounts, 3D dextran, cellulose, 

tissue structures possible collagen 

Abbreviations: PLA = poly(lactic acid), PLGA = poly(lactide-co-glycolide), PEG = 
polyethylene glycol 

The biodistribution and final fate of intravenously injected microspheres is highly 
dependent on their size and surface charge. Microspheres sized 10 to 30 µm are larger 
than capillaries and will be trapped in the first capillary bed that they encounter. This 
effect is used for radioembolization therapy in which microspheres are injected into the 
artery that leads to the tumour of interest. Positively charged microspheres sized in the 
micrometer range are quickly taken out of the blood pool by the reticuloendothelial 
cells of the liver and spleen [18]. Particles smaller than 0.1 µm are able to pass the 
fenestration in the liver and may be able to target the hepatocytes, although most are 
still taken up by the liver's Kupffer cells. Negatively charged or neutral nanospheres 
such as small PEG-coated nanospheres or liposomes can evade this fast uptake and 
circulate in the blood system for up to several days [19]. Over time, these long-
circulating nanospheres will be concentrated in the tumour area because of the leaky 
capillary system of the newly growing tumour vasculature, which allows for 
extravasation of the nanospheres [20]. A more active way of increasing the 
concentration of nano- or microspheres in the target tissue is to bind antibodies against 
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the target cells on the nanospheres' surface [2 1]. Alternatively, nanospheres, 
microspheres and colloids with a high affinity for white blood cells can be prepared. 
Such particles are rapidly taken up by the white blood cells and then concentrate in 
inflammatory regions because of chemotaxis and phagocytosis [22]. Made radioactive, 
such nanospheres are useful for diagnostic (imaging) purposes, as well as for therapy. 

3. General properties of radioactive microspheres 

The subgroup of microspheres that is radioactive behaves and is generally used in a 
similar fashion to non-radioactive microspheres. But in addition to the matrix 
substance, which defines the microsphere and gives it its targeting properties in a 
desired tissue or organ, the radioactive microsphere also contains one or more 
radionuclide(s) that are intimately bound to it. 

Even in small concentrations, radioactive microspheres are able to deliver high 
radiation doses to a target area without damaging the normal surrounding tissue. The 
radioactivity, unlike drugs, is never released from the microspheres but acts from 
within over a radioisotope-typical distance. The effective treatment range in tissue is up 
to about 90 µm (10 cell layers) for a -emitters, never more than 12 mm for β-emitters
and up to several centimetres for γ -emitters.

3.1, ALPHA-EMITTERS

Alpha particles are positively charged ions consisting of two protons and two neutrons, 
emitted during the radioactive decay of many nuclei with high atomic numbers. During 
decay, energy is released mainly as the kinetic energy of the a -particles. Since the path 
length of an a-particle with an energy of 5 to 8 MeV is on the order of 40 to 80 m,
the effective treatment radius is limited to several cell diameters from the atom that 
emits the particle, and nonspecific irradiation of distant tissues is eliminated. [23] The 
high linear energy transfer (LET) of such energetic particles (~100 keV/µm) and the 
limited ability of cells to repair the damage to DNA from a-particle irradiation
contribute to their extraordinary cytotoxicity. At low doses in the range of 1 to 2 Gy, α-
radiation is about 5 to 100 times more toxic than γ- or b -radiation. Furthermore, α-
particle mediated cell killing is insensitive to conditions of hypoxia, which are often
found in necrotic tumours and may compromise the clinical efficacy of b -, γ- or x-ray
radiation.

The dosimetry of α-emitters is special since the dose deposition from the low-range
a-particles must be considered on a cell by cell level. The normal approach of 
prescribing activity per gram of (tumour-)tissue will not lead to meaningful results, 
because it is very difficult to distribute radioactive microspheres absolutely 
homogeneously. Microdosimetry with α-emitters has been expertly described by 
Humm [24]. 

Most research with α-emitting radiopharmaceuticals and the first clinical trials in 
1996 have involved antibodies labelled with 213Bi, 211At, 212Bi, 225Ac, 212Pb, 225Fm, 223Ra,
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and 149Tb (see Table 2). This work will not be covered here, but a comprehensive 
review of the so-called radioimmunotherapy with a-emitters is given by McDevitt [25]. 

Table 2. Alpha-emitters useful for delivery in particulate radiopharmaceuticals 

Radioiso- Half-life a- Other radiation (keV) Range in Production 

tope
yield tissue in µm 

4.13 h 17% b- (400 max.), 28 Accelerator 149 Tb

γ (165, 352, 511)
211 At 7.2 h 100% γ (77-92, 500-900) 65 Accelerator

60 min 36% b (2246 max, 64%) 70,42, 87 224Ra-
212 Bi

generatorγ (727, 12%)

max, 98%) generator 

generator

generator

generator

213 Bi 46 min 100% γ (440,28%), b (1420 43 225Ra-

223 Ra 11.4 d 300% γ (0.031-0.45) 43 227Ac-

225 Ac 10.0 d 400% γ (0.037-0.187) 48 225Ra-

255Fm 20.1 h 93% 63 255Es-

3.2. BETA-EMITTERS

In 1896, Henri Becquerel discovered b -decay, which is the commonly used name for β-
- or negatron-decay. During b -decay, a neutron in the unstable nucleus is transformed 
into a proton, an electron and a neutrino, which is an uncharged particle with 
undetectable small mass. Additionally free energy is produced and released in the form 
of kinetic energy and given to the electron and the neutrino. Since the free energy is 
distributed in an isotope-characteristic but random fashion to the β-electron and the
neutrino, we will always measure a spectrum of electrons with different energies. An
electrons maximum energy Emax is measured when no energy transfer to the neutrino 
takes place (see Table 3). Each b -decay has its characteristic energy-spectrum, and the 
average energy is typically about a third of Emax. Passing through tissue, the ejected β-
electrons interact with other (mainly water) atoms and lose energy, leading to excited 
and ionised atoms. These activated species (e.g., radicals) are responsible for 
therapeutic effects (eg, DNA damage of cancer cells), but also for toxicity (damage to 
normal cells nearby). 
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One of the first b-emitters used in particulate form for the treatment of lung tumours 
was 198Au-labeled microspheres (size 30-50 µm) [26]. Unfortunately, 198Au also emits 

Table 3. Beta-emitters useful in particulate radiopharmaceuticals 

Radio- Half- Average / Max. X90^ Gamma-lines Production 
isotope life max. beta- range in (mm) in keV 

(%)energy* in tissue in 
keV mm

3H 12.3 y 5.7 / 18.0 none 6Li(n,α)-3H
14C 5730 y 49.5 / 156.0 none 14N(n,p)-14C
32P 14.3 d 694.9 / 8.7 2.2 none 32S(n,p)-32p

1710.2 or31P(n,γ)-
32P

90Y 64.1 h 933.6 / 12.0 2.8 none 90Sr/90Y
2280.0 generator 

131I 8.0 d 181.7 1806.9 2.4 364.5 131Te (β-)-131I
(81.2%)

(29.8%) 153Sm

1286.7 165Dy

1853.9 166Ho

keV 169Er

153Sm 46.5 h 224.2 1808.2 3.0 0.7 103.2 152Sm(n,γ)-

165Dy 2.3 h 440.2 / 6.4 1.3 94.7 (3.6%) 164Dy(n,γ)-

166Ho 26.8h 665.1 / 10.2 2.1 80.6 (6.7%) 165Ho(n,γ)-

169Er 9.4 d 99.6 1350.9 1.0 < 0.2% 168Er(n,γ)

177Lu 6.7 d 133.3 1497.8 1.7 113.0 (6.4%) 176Lu(n,γ)-

208.4 177Lu
(11.0%)

186Re 89.2 h 346.7 / 5.0 1.0 137.2 185Re(n,γ)-

188Re 17.0 h 764.3 / 11.0 

198Au 2.7 d 3 1 1.5 / 960.7 4.4 0.9 411.8 197Au(n,γ)-

1069.5 (9.42%) 186Re

2 120.4 (1 5.1 %) generator

2.1 155.0 188W/188Re

(95.5%) 198Au

*NuDat database [29]; ^ Distance in tissue within which 90% of dose is deposited [30] 
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high energy g-rays. This led to higher than necessary radiation doses to the other 
organs as well as to hospital personnel. To avoid this exposure, the pure b-emitters 32P
and 90Y have been favoured during the last decade and have become the predominant
radioactive isotopes for many therapeutic applications. Recently, however, it has been 
shown that a certain amount of low-energy g-radiation can actually be useful for 
imaging, either during or after the application of the radioactive microspheres [27]. 
During infusion, with the help of a g -camera or g-detector, the surgeons are able to a) 
direct the radioactive microspheres and b) adjust the necessary amounts of 
radioactivity.

Short-lived radioisotopes (Table 3) can be used to optimise radiobiological aspects 
of therapy. Specifically, it has been shown that not only the total dose, but the dose-rate
is very important for the treatment outcome in radiotherapy [28]. Short-lived
radioisotopes such as 165Dy or 188Re pack the "punch" into a much shorter time-period,
allowing less time for tumours to recover and grow back. Although much more 
research is required in this area, many of the radioactive b-emitting lanthanides are seen 
as promising candidates for local or directed radiotherapy, with microspheres serving as 
the delivery system. The dosimetry of b-emitting radioactive microspheres depends on 
the application. In the simplest case, when the radiopharmaceutical is distributed 
homogeneously throughout the target (tumour) area, the MIRD scheme is used [3 1,321. 
MIRD calculations can be done on a PC [using a program provided free to the 
interested user] [33]. Harbert's calculations are used when the radiopharmaceutical is in 
a plane from which it irradiates the tissue [34] (Appendix K). This approach is, for 
example, appropriate in the treatment of cystic brain tumours or in radiosynovectomy 
(see below). Dosimetric modelling using Monte Carlo simulations can be used for 
microspheres of different sizes and different β-emitters [3 5-37].

3.3. GAMMA-EMITTERS

A large group of radioisotopes emits g-rays during decay. Gamma rays represent excess 
energy that is given off as the unstable nucleus breaks up and decays in its efforts to 
reach a stable form. The energy is emitted in the form of electromagnetic radiation 
(photons), with a radioisotope-characteristic photon energy typically expressed in kilo-
electronvolt (keV). Photons are absorbed in biological material by both the 
photoelectric and Compton process, and then indirectly ionise the surrounding atoms, 
producing chemical and biological changes. Most g-emitters are used primarily for 
diagnostic purposes and those used in nuclear medicine (Table 4) were chosen so that 
a) their g-ray energy is not too high (radiation safety concerns) and matches the g-
camera, b) their half-life is practical and logistically feasible, c) they are easily 
available and inexpensive, and d) they can be bound to microspheres in an easy (kit) 
and stable fashion. 
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Table 4. Gamma-emitters used in particulate radiopharmaceuticals 

Radioisotope Half-life Gamma lines (Efficiency) Production

51Cr 27.7 d 320 keV (10%) 50Cr (n,g) 51Cr

67Ga 78.2 h 93 keV (40%) 68Zn (n,p) 67Ga
184 keV (20% 
300 keV (1 7%) 
393 keV (4%) 

99m
Tc 6.0 h 140 keV (89%) 99Mo/99mTc-generator

111In 2.8 d 17 1 keV (90%) 111Cd (p,n) 111In
245 keV (94%) 

123I 13.2 h 159 keV (83%) 121Sb (a,2n) 123I
528 keV (1 %) 

125I 60 d 35 keV (7%) 124Xe (n,γ) 125Xe
27-32 keV x-ray (140%) 125Xe (EC*,β+) 125I

*EC = Electron capture

Microspheres can be made radioactive (= radiolabelled) either during or after their 
preparation. Although the former method is still more commonly used in medicine, the 
latter is preferred, especially for shorter-lived radioisotopes, because it is compatible 
with kit formulation. In this case, the microspheres can be stored for extended periods 
of time as part of a sterile nonradioactive kit and then be radiolabelled by the 
radiopharmacist in the nuclear medicine department shortly before use. Radiochemical 
stability problems are in this way minimised and logistical problems inherent to the use 
of radiopharmaceuticals avoided. 

Depending on the particles, it is possible to enclose the activity, label throughout the 
entire volume, or label only certain structures, such as the surface, the outer or inner 
wall, the lipophilic or hydrophilic liposome compartment (Figure 2). The binding of 
radioactivity to particles can be done by covalent bonds, by chelation, by adsorption 
processes or by indirect means as, for example, avidin-biotin bonds which can bridge 
the microsphere and the radioisotope. In all these cases, in vivo biodegradation
processes and reversible isotope exchange processes can lead to instability and release 
of the radioisotope into the immediate surrounding. Regarding biodegradation 
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processes, the microspheres building material might undergo rapid ester-bond cleavage 
depending on the target organ's enzymatic activity or the locally produced radiation. 
The cleavage of covalent bonds can be beneficial in drug targeting if it takes place in 
the target organ. For example, the lysosomal in vivo activation of an inactive prodrug
into the effective drug as shown with polymers binding daunomycin or puromycin [38], 
is a precondition for pharmacological action. In the case of radioactive microspheres, 
however, absolutely no degradation is wanted until complete decay of the radioisotope. 

Figure 2. Depending on the particle type shown in this schematic drawing different 
compartments of the particles can be radiolabelled. A) Nonporous and porous 
microspheres or nanospheres. B) Reservoir and monolithic (matrix) microcapsules, C) 
Different types of liposomes 

4.1. RADIOLABELING DURING THE MICROSPHERE PREPARATION

Colloids were the first microspheres to be radiolabelled during preparation. They are a 
unique class of radioactive microspheres (Table 5) that consist entirely of the defined 
inorganic compounds of a radioisotope which have precipitated into relatively 
homogeneous particles. The size range of colloids depends mostly on the preparation 
conditions such as temperature and pH and on the form of the precipitating agent. 
Sulphur colloids with 99mTc, for example, can be made in the size of 80 to 100 nm by 
treating a boiling acidic 99mTc pertechnetate solution with H2S gas. Alternatively, 
sodium thiosulphate can be added to the radioactive solution, but the size distribution of 
the mixed colloid of Tc2S7 and sulphur is then much broader, from 80 to about 2000 nm 
[39]. Other useful colloids are the hydroxides and oxides of 99mTc and 133mIn prepared
by coprecipitation with ferric hydroxide [40] and the oxides of 99mTc prepared by 
coprecipitation with Sn(II) [4 1]. 

One method of microsphere preparation which facilitates the production of 
homogeneously sized albumin microspheres that incorporate many different kinds of 
radioactive colloids was first described by Zolle et al [42]. The method consists of first 
transforming a radioactive substance into a precipitate, mixing it with an aqueous 
solution of albumin and then injecting it into a stirred solution of cottonseed oil. The 
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fine dispersion of albumin droplets then forms spherical and stable albumin particles 
tightly enclosing the radioactive compounds after heating the mixture above 100 °C. 
Microspheres made from or with proteins, such as the above albumin microspheres, 
always contain tyrosine and histidine. Their phenol- and imidazole-rings can be easily 
iodinated using methods such as the chloramine T, the iodogen, the Bolton-Hunter or 
the iodo-bead method, to name just a few. A very good review that describes these 
techniques in detail is available from Amersham [43]. Another way of achieving 
iodinated microspheres is to radioiodinate the compound that will be incorporated into 
the microspheres during their formation. Yang et al. made radioactive PLA-
microspheres by first labelling the contrast agents ethyliopanoate and ethyldiatrizoate, 
which were to be incorporated, with 131I, dissolving them together with the polymer 
PLA in methylene chloride and then preparing the microspheres by a solvent 
evaporation method [44]. 

As with radioactive microspheres, radioactive liposomes can be made by adding 
radioactive compounds during their formation. Unilamellar liposomes of 70 nm 
diameter have been prepared by mixing the lipid-soluble radioactive complex 
oxodichloroethoxy-bis-(triphenylphosphine)186rhenium(V) with phospholipids and the 
detergent sodium deoxycholate, followed by detergent removal on a small gel filtration 
column [45]. Such biocompatible 186Re-liposomes can be used to deliver therapeutic 
radiation doses for radiosynovectomy (see below). 

Table 5. Methods of preparing radioactive microspheres in which radiolabelling is done 
during formation of the microspheres. 

Method of Labelling Examples Ref. 

Colloid precipitation 99mTc sulphur colloid [39] 

[47]

compound 131I-ethyldiatrizoate-PLA microspheres [44] 
125I-iododeoxyuridine-PLGA microspheres [49] 

Isotope exchange 211At-microspheres [34] 

Lipophilic inclusion 186Re/1 88Re-triphenylphosphine-liposomes [45] 

113mIn ferric hydroxide colloids [40] 
165Dy-FHMA (~5 µm) [46]

Inclusion of radiolabelled 99mTc-HSA-gelatin microcapsules [48] 

125I-HSA magnetic albumin microspheres [50] 

14C-, 35S- and 3H-labeling [51] 

In situ production 99mTc-Buckminster fullerenes (C60 or C80) or [52] 

Chromic 32Phosphate (1-2 µm)

aggregates thereof (Technegas) 

Abbreviations: FHMA = ferric hydroxide macroaggregates, HSA = human serum albumin 
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A relatively recent development in the preparation of radioactive particles is the in situ
production of 99mTc-particles in a Technegas generator [52]. The 99mTc-pertechnetate is 
pyrolised together with carbon at 2500 °C and forms not only Buckminster fullerenes 
(C60 to C80) each enclosing a technetium atom, but also agglomerates of graphite and 
technetium.

4.2 RADIOLABELING AFTER THE MICROSPHERE PREPARATION 

Compared to radiolabelling during microsphere preparation, methods of radiolabelling 
already prepared microspheres are conceptually more straightforward. Spherical anion 
or cation exchange resins of different sizes are examples of microspheres which can be 
radiolabelled with ionic radionuclides (Table 6). The resins can be loaded with labelling 
efficiencies generally exceeding 95% by simple incubation in saline or aqueous buffer 
solutions containing the radioisotope. Their stability, however, has to be evaluated 
carefully, since not all resins have the capacity or the binding affinity necessary to bind 
radioisotopes such as 90 Y3+. Yttrium is a radioisotope that will, in its ionic form, be 
taken up easily by the bone marrow where it will remain until complete decay, leading 
to severe toxicity (myelosuppression). It is thus of utmost importance that bound 90Y
not be released in vivo. It has been found that of the cation-exchange resins Bio-Rex 70, 
Sephadex SP, Chelex 100, AG 50W-X8 or Cellex-P, only Bio-Rex 70 was able to 
provide the stability needed for 90Y-radioembolization in vivo [53]. Other ion-exchange
resins have been used for the adsorption of negatively charged radioisotopes. 
Pertechnetate, 99mTcO4-, for example, has been adsorbed to 300 µm -large Dowex 1-X4
beads [54]. Even larger 1 mm Amberlite 410 resin pellets were labelled with 
pertechnetate in the same way [55] and have been used for GI transit studies. Chromate, 
51CrO4

3-, has been adsorbed to Dowex 1-X8 sized 10 to 50 µm and used for the 
measurement of mucociliary functions [56]. 

Many different functional groups such as -OH, -NH2, -SH and -COOH are used to 
bind specific drugs, radiolabelled chemicals, and chelators to microspheres, and to 
introduce other functional groups for further derivatisation. These chemical 
modifications are possible before microsphere preparation, but are more commonly 
performed afterwards. For example, the chelator DTPA (Figure 3) has been bound via 
an amide bond to albumin microspheres using one of the DTPA's carboxyl groups [58]. 
Such microspheres are quite versatile, since DTPA is able to chelate not only "'In, but 
also 90 Y, 99mTc, 166Ho and many other lanthanides. Currently, the two most stable and 
most often used chelators able to bind diagnostic and therapeutic radioisotopes are 
DOTA and MAG3 (see Figure 3). DOTA (= 1,4,7,10-tetra- azacyclododecane
N,N',N",N"'-tetraacetic acid) is able to complex 212Bi [72] and has also been shown to 
chelate 90Y and 111In with better than 99% stability over 2 weeks [73]. MAG3 (=
mercaptoacetylglycylglycylglycine) is able to complex the radioisotopes from group
VIIB, 186Re, 188Re and 99mTc [74] at almost 100% stability in serum over 24 hours [75].
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Table 6. Methods of preparing radioactive microspheres from preformed, non-
radioactive microspheres 

Method of Labelling Examples Ref. 

Radiolabelling by ion exchange 
[57]
[54,55]

Anion- and cation-exchange resins: 
BioRex 70 loaded with 90Y
Dowex 1-X4 loaded with 99mTcO4

- 
Dowex I-X8 loadedwith 56CrO4

3-
[56]

Chelation (complex formation) 111 In-DTPA-albumin microspheres [58] 
of the radioisotope 68Ga-DTPA-albumin microspheres [59]

99mTc-polystyrene latex microspheres [60] 
186Re-polycysteine/polylysine [61] 
microspheres

Isotope exchange with 131I, 125I 131I-Mitomycin C gelatine [62] 
and 211At microspheres 

131I-albumin microspheres [58] 
211At-methacrylate microspheres [63] 

n,g-reaction) 186Re/188Re-glass microspheres [65] 
166Ho-glass microspheres [66] 
166Ho-PLA microspheres [67,68] 
186Re/188Re-PLA microspheres [69] 

Reduction to insoluble, 99mTc-Sn PLA microspheres [70] 

Neutron activation (typically 90Y-glass and 32P-glass microspheres [64] 

colloidal compounds 

Affinity to microsphere material 186Re-HEDP bound to hydroxyapatite [7 1] 

[71]

microspheres
153Sm-citrate bound to hydroxyapatite 
microspheres

Abbreviations: DTPA = Diethylenetriamine pentaacetic acid 
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Figure 3. Typical chelators used to complex diagnostic and therapeutic radioisotopes
111In, 90Y: 212Bi, 186Re, 188Re and 99mTc, among many others.

The radiolabelling of microspheres with chelator-groups on the surface typically
involves an incubation with the radioisotope of between 5 and 60 minutes, at
temperatures of 20 to 100 °C. The labelling of DOTA or DTPA with 90Y,111In or many
other 3+-charged ions occurs directly at the optimal pH. The complexation of the +VII
pertechnetate or perrhenate, however, additionally involves the reduction of technetium
and rhenium to the +V or +IV state. Many different reducing agents such as NaBH4,
Na2S2O4, H3PO2, hydrazine, ascorbic acid or electric reduction have been used, but the
most common method is the use of SnCI2. The reduction and complexation of
technetium, together with ways of developing it into kit form, has been well reviewed
by Eckelman et al. and can be directly applied to many chelator-containing
microspheres [76].

Microspheres made from appropriate materials can also be labelled using functional
groups such as reduced sulfhydryl-groups, alone or in combination with nearby 
carboxyl- and amine-groups. This method has been termed the ”direct method” by
chemists using it for the radioactive labelling of antibodies [77] and works especially
well for microspheres made from proteins, such as the human serum albumin
microspheres labelled with 188Re after reduction using Sn(II) [78]. Other microspheres
that bind radioactivity with sufficient stability for therapy are 90Y+3-labeled magnetic
PLA microspheres with native carboxylic groups [79] and 99mTc-labeled polystyrene
microspheres derivatised with poly(acryclic acid) in order to introduce carboxylic
groups [60].

4.3. RADIOLABELING BY NEUTRON ACTIVATION OF PRE-MADE
MICROSPHERES

A very effective way of preventing leakage of the radioactive isotope(s) from the
microsphere is to seal the radioisotope into the microsphere matrix. The pre-made
microspheres enclose the non-radioactive precursor of the radioisotope and are 
activated in a nuclear reactor by bombardment with thermal neutrons shortly before use
(Table 6). The most stable matrix for this kind of microsphere activation is glass. Day
and Ehrhardt pioneered such therapeutic radioactive microspheres (Figure 4) from
aluminosilicate glass containing 17 mol% Y2O3 [80]. The glass mixture was melted in a 
platinum crucible at 1600 °C the annealed glass crushed and the splinters spheroidised
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by sprinkling them from above through an oxygen flame. During neutron-activation in
the reactor, the non-radioactive 89Y captured a neutron and became the radioactive β-
emitter 90Y. The leakage rate of the 90Y enclosed in the glass matrix was extremely low. 
Not more than 92 Bq were released from 50 mg of microspheres when activated to 
therapeutic activities of 11.1 GBq. Very similar glass microspheres have also been 
prepared enclosing rhenium, resulting in 186Re/188Re microspheres after neutron 
activation [65]. Advantages of glass microspheres are their excellent stability, radiation 
resistance, insolubility and non-toxicity. Disadvantages include their high density (3.3 
g/ml) which makes the complete injection through syringes and intravenous lines 
difficult, and their non-biodegradability which can lead to immunologic reactions. 
Research is ongoing, however, in the preparation of glass microspheres from 
biodegradable glass material such as lithium boride [81].

Figure 4 Yttrium glass microspheres for neutron activation in a nuclear reactor in 
comparison with the size of a hair 

The disadvantages of glass were overcome by the preparation of PLA-microspheres
containing either an acetylacetone-complex of 161Ho [67,68] or small particles of 
metallic rhenium in its native form, 185Re and 187Re [69] (Table 6). The stability of the 
activated 166Ho and 186Rel188Re-microspheres was sufficient for therapy (less than 1% of 
activity released within a week). The activation time of these poly(lactic acid) 
microspheres, however, is limited due to the radiolytic breakdown of ester bonds and 
must be characterised for each polymer-microsphere composition. Specifically, it has 
been found that activation of rhenium microspheres made from PLA with a molecular 
weight of 2000 for 1 hour at a neutron-flux of 5-1012 n/cm2/sec produced 450 MBq 
188Re and 78 MBq of 186Re. Longer activation times led to melting and polymer 
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breakdown [69]. The therapy of liver tumours which requires high specific activities is 
thus not possible with these 188Re/186Re-PLA-microspheres, but they could be used in 
local treatment of brain metastases or applied to incompletely resected tumour tissue 
after surgery. Recently, 166Ho-acetylacetonate-microspheres made from PLA with a 
molecular weight of 20,000 have been described [68]. The authors reported that up to 1 
hour of neutron-activation at a flux of 5 1013 n/cm2/sec was possible, yielding an 
activity of 20 GBq in 400 mg of microspheres. This activity would be sufficient to 
allow for their transport to the hospital and use in liver tumour patients on the following 
day.

4.4. IN SITU NEUTRON CAPTURE THERAPY USING NON-RADIOACTIVE
MICROSPHERES

Neutron capture therapy is an exciting bimodal tumour treatment concept originally 
proposed in 1936 by Locher [82]. The first component of this therapy is the delivery to 
tumour cells of non-radioactive atoms or molecules either alone or packed into carriers 
such as liposomes or microspheres. The target nuclei have large thermal and/or 
epithermal neutron capture cross-sections and a resulting reaction having a large 
positive Q value. The aim is to attain a higher concentration of these nuclei in the 
tumour than in the surrounding normal tissue cells. The second component is the 
exposure of a selected patient volume to a neutron beam. During neutron capture in
situ, excessive energy between the initial and final state of the reactive nuclei (the
positive Q-value) is released either as the recoil energy of heavy particles (6Li, 10B) and 
a-particles, or as g-rays (155Gd, 157Gd) (see Table 7). In the case of boron or lithium
neutron capture, most of this energy is deposited in the tumour cell, since the range of 
the produced particles is less than 10 µm. In the case of gadolinium neutron capture, 
energy is spread out more because of photonic interactions. Although the first clinical 
trials with neutron capture therapy were completed in the 1950's, it took developments 
of the next 40 years to make this therapeutic approach very promising for cancer
therapy [83]. Developments included the synthesis of superior targeting compounds 
such as the sulphur containing boron compounds mercaptoundecahydrododecaborate (= 
BSH) or boronated porphyrins (= BOPP).

In neutron capture therapy, boron and gadolinium are generally delivered 
intravenously, although their delivery is also possible via microparticles. Tokumitsu et 
al developed Gd-DTPA loaded chitosan microspheres of 4.1 1.3 µm for intratumoural
injection [84,85]. Boron can be delivered in a similar way by packaging BSH into 
liposomes with anti-carcinoembryonic antigen antibodies on their surface [86], 
Different boron compounds have been encapsulated not only in the aqueous 
compartment of liposomes, but also in their bilayer and attached to their surface and 
work in this area is ongoing [87]. 
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Table 7, Isotopes useful for neutron capture therapy. Their half-life is zero. 

Isoto Reaction Q Cross Modeof Range Delivery 
Pe [MeV] section energy in vehicles 

Sth deposition tissue 
[barn] in µm 

6Li 6Li(n,a)3H 4.784 940 α- 2.105 < 10
MeV

3H- 2.734
MeV

10B 10B(n,a)7Li 2.790 3837 α0- 1.775 7.2, Liposomes
MeV 8.9 containing 
α 1 - 1 . 4 7  B S H [ 8 6 , 8 8 ]  
MeV
7Li0 - 1.015
MeV
7Li1 - 0.84
MeV

155Gd 155Gd(n,y)15 11.452 61000 

157Gd 157Gd(n,g)15 7.937 254000 Chitosan 

6Gd

8Gd microspheres ; 
microcapsules
containing

[84,85]
Gd-DTPA

Diagnostic studies with radiopharmaceuticals include dynamic and static imaging and 
in vivo function tests. Dynamic imaging provides information about the biodistribution
and pharmacokinetics of drugs in organs. Performed with a g-camera, dynamic studies 
are generally carried out over a pre-set length of time and provide clues to the 
functioning of the organ being examined. Static imaging, on the other hand, provides 
morphological information about an organ such as its shape, location and size. 
Furthermore it allows the exact location of tumours to be determined. Static imaging, 
unlike dynamic imaging, is normally done at a single point in time, with the imaging 
time being dependent on the organ activity. In contrast to dynamic and static imaging, 
in vivo function tests do not require imaging. Instead they are evaluated by comparing
an injected or swallowed amount of radioactivity to the measured radioactivity in urine 
or blood. 
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All three types of diagnostic studies can be performed with radioactive microspheres 
which contain one or several -emitters that can be detected by a g-camera. The first 
such "microspheres" in clinical use were red and white blood cells, which were taken 
from a patient, labelled with 111In or 51Cr, and then re-injected. Red blood cells labelled 
with 51Cr are commonly used for the measurement of red blood cell mass and for 
imaging of the spleen. For the latter purpose, the red blood cells are denatured by 
heating, which renders them spheroidal and nondeformable, and makes them easy to 
take up by the spleen. Another common application of radiolabelled red blood cells is 
the accurate determination of total systemic arterial blood flow or venous return, as 
well as, for blood flow determination within specific organs [89]. These blood flow 
parameters are important when drugs for the treatment of cardiovascular diseases are 
evaluated. White blood cells labelled with 111In-oxine are used for the detection of
inflammatory diseases, abscesses or other infections. A less expensive method has been 
developed in which the neutral and lipophilic 99m Tc-HMPA0 complex is prepared from 
a kit and then incubated with the leukocytes [90]. Platelets labelled with "'In are also 
used to detect actively forming deep vein thrombi, to measure blood flow, and to detect 
regions of infection [91]. Radiolabelled blood cells are still used today, although pre-
made radioactive microspheres containing several different γ-emitters (see Table 7) are
easier to use and do not require time-consuming labelling procedures [92]. 
Unfortunately, the radioactive microspheres of homogenous size are made from 
polystyrene and thus are not biodegradable, making them inappropriate for clinical use. 

Figure 5. Diagnostic lung imaging obtained after the injection of 99mTc-labeled
macroaggregated albumin in different projections. The top row shows a normal lung and 
the bottom row the lung of a patient with multiple pulmonary emboli in both lobes of the 
lungs.

For the diagnosis of pulmonary embolism, both the inhalation of small, radioactive 
99mTc-carbon particles (Technegas) and the perfusion of the lung with 99mTc-labeled
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albumin particles are used. In the first case, Technegas behaves, due to the small 
particle size of less than 100 nm, much more like a gas than a radioaerosol and diffuses 
into the entire accessible lung volume. In the second case, macroaggregated albumin is 
mainly used for the quantification of shunts associated with intrapulmonary 
arteriovenous malformations and the diagnosis of pulmonary diseases such as cancer 
and hypertension (Figure 5). The diagnostic determination of shunts within an organ is 
generally done prior to using radioactive microspheres in radioembolization therapy 
(see below) [93] in order to prevent radiotoxicity to the lungs [94]. The biological half-
life of the albumin particles is only 1 to 3 hours, so any therapeutic interventions can 
easily be performed afterwards. 

Table 7: Radioactive microspheres for diagnostic applications 

Application Type of radioactive microspheres used Particle size

Gated blood pool study 

Thrombus imaging in 111In-labeled platelets 0.5-1 µm 
deep vein thrombosis 99mTc-macro-aggregated human serum 10-90 µm 

111In- or 51Cr-labeled red blood cells 6-8 µm 

albumin (MAA) 
99mTc-sulfur colloid 0.05-0.6µm 

Blood flow Polystyrene-microspheres labelled with 10, 15 µm 
measurements thegg-emitters 141Ce, 57Co, 114mIn, 85Sr, (other sizes) 

Investigation of 3H, 14 C-labeled microspheres (animal all sizes 
biodistribution and fate experiments) 
of (drug-loaded) 141Ce-polystyrene microspheres 11.4 µm 
microspheres

Lung scintigraphy 99m
Tc-impregnated carbon particles (= 50 nm 

51Cr, and others (animal experiments) 

Technegas)
99m Tc-macro-aggregated human serum 10-90 µm 
albumin (MAA) 

Diagnostic 99mTc-macro-aggregated human serum 10-90 µm 
radioembolization albumin (MAA) 

Liver and spleen 99mTc-macro-aggregated human serum 10-90 µm 
imaging albumin (MAA) 

99mTc-sulfur colloid 0.05 -0.6 µm 
99mTc-tin colloid 0.05-0.6µm 

Bone marrow imaging 99mTc-sulfur colloid 0.05-0.6µm 
99mTc-antimony sulphide colloid 0.05-0.6µm 
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Table 7: Radioactive microspheresfor diagnostic applications 

Application Type of radioactive microspheres used Particle size 

Infection localisation 111In-labeled leukocytes 12-20 µm 
111In-labeled liposomes 

99mTc-labeled liposomes 
99mTc-albumin nanocolloid <80 nm 

67Ga-NTA- or 111In-NTA-labeled 65 nm 
liposomes

20 nm-1 µm 
20 nm-1 µm 

Tumour imaging 99mTc-labeled liposomes 20 nm-1 µm 

Gastrointestinal transit 
99m

Tc-sulfur colloid 0.05-0.6 µm 
studies

111
In-labeled ion exchange resins 

Local restenosis 141Ce microspheres (preliminary imaging 11.4 µm 
prevention in coronary tests) 
arteries

For liver, spleen, bone marrow and lymphatic system imaging, colloidal microparticles, 
such as 99mTc-sulfur colloids, are most useful (Table 7). To illustrate, Figure 6 shows 
the changes in a cirrhotic patient made visible by 99mTc-sulfur colloid. The lymphatic 
system can also be imaged or targeted with drugs through the use of the poly(lysine) 
nanospheres [95]. The ideal nanospheres for this purpose are 10-30 nm, contain 
carbohydrate groups on the surface, and are able to bind the g-emitter 111In via the 
covalently bound chelator DTPA. 

Figure 6. Liver scintigraphy performed with 99mTc-sulfur colloid in different projections.
The top row shows a normal liver, the bottom row the corresponding views of a liver from 
a patient with cirrhosis. 
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The radiopharmaceutical 99mTc-sulfur colloid is also used for gastrointestinal blood loss
studies, for the preparation of a 99mTc-labeled egg sandwich for gastric emptying studies 
[39], and for the determination of oesophageal transit and gastro-oesophageal reflux. 
For colonic transit studies, radioisotopes with a half-life longer than 99mTc are more
appropriate, and 111In-labeled ion exchange resins, but also 131l-cellulose are utilised 
[96]. Latex-particles of 2.5 µm size and labelled with 99mTc have also been shown to 
give excellent abdominal images [97]. In all these gastrointestinal transit time studies, 
the size of the radiolabelled microspheres does not influence the measured times. 

Radiolabelled liposomes, another diagnostic class of radioactive particles, has been 
used for tumour imaging since 1977. In order to prolong the blood residence time and 
maximise tumour uptake, neutral, positively and negatively charged small unilamellar 
vesicles (= SUV's) of 65 nm encapsulating 111In were made and their biodistribution 
measured in mice [98]. The highest uptake of 18.5% of injected dose per gram of 
tumour was measured with the neutral liposomes. A further attempt to minimise the 
high blood-background radioactivity levels was to inject 67Ga- or 111In-labeled
liposomes containing biotin groups on their surface and then chasing the non-tumour
bound liposomes 2 hours later with avidin [99]. This chase removed the unbound 
liposomes effectively from the circulation and the blood concentration of the 
radioactive liposomes dropped to a tumour-to-blood ratio of about 15 to 1 shortly after 
the avidin chase. The avidin-biotin-liposome conglomerates accumulated in the liver 
and increased the liver activity about 2.5 fold. 

Radiolabelled microspheres can also be used to image cancer lesions. An interesting 
application is the use of PLA-microspheres labelled with 131T-iopanoic acid derivatives 
for the imaging of liver tumours [44]. The normal liver parenchyma lined with Kupffer 
cells takes up the microspheres, but the cancer lesions do not possess fixed 
macrophages and therefore exclude the radioactive microspheres, showing the focal 
lesions as defects. The recently introduced 99mTc-PLA microspheres which were 
radiolabelled in a SnCl2-containing kit could be used for the same application [100], 
although the stability described as "more than 80% bound after 6 hours" is not optimal 
yet.

The in vivo faith of microspheres after intra-arterial catheter-mediated delivery
through a porous balloon to a rabbit's femoral artery has been investigated with 
radioactive 141Ce-microspheres [ 101]. Although only 0.14% to 0.16% of the
microspheres were delivered to the vessel wall, an average of 92% of these 
microspheres was still present 7 days later. In addition, much higher amounts of the 
microspheres were found in the periadventitia (the vessel's "outside") and the overlying
musculature and are believed to be caused by the increase of vaso vasora present in 
atherosclerotic patients. Although the targeted amounts of microspheres are small, they
can lead to drug concentrations a few hundred times higher than the serum 
concentrations, allowing for effective restenosis therapy with microspheres containing 
cytostatic or antiproliferative agents, especially from the periadventitia side. 
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Many radiolabelled particles, microspheres and liposomes are appropriate for therapy 
once the encapsulated diagnostic radioisotope has been exchanged for a therapeutic one 
from the a- or b-emitter group. Typical uses in the last 20 to 40 years include local 
applications for the treatment of rheumatoid arthritis, liver tumours and cystic brain 
tumours. However, their use remains experimental because of smaller than expected 
target uptake, unwanted toxicity and insufficient treatment effects that have resulted 
from radiochemical instability and suboptimal biodistribution of the 
radiopharmaceutical. In addition, there exists a general negative attitude towards the 
use of radioactive substances in spite of proven superior results of many radiation 
therapies [102-104]. What follows is a review of a few a-emitter applications as well as 
the more established b -emitter therapies.

6.1. THERAPY WITH ALPHA-EMITTING MICROSPHERES 

Different a-emitters have been tested in ovarian cancer mouse models. Microsphere-
bound 211At, for example, was applied in mice with ovarian cancer metastases and was 
found to be more effective than the b-emitting 32P- and 90Y-microspheres [63]. It was,
however, also shown that the amount of radioactivity had to be tailored carefully. More 
than 1 MBq of 211At per animal led to shorter survival times of the treated mice. This 
effect is very likely due to the instability of 211At which is highly toxic to the lymphatic 
tissue and thyroid gland when leakage occurs. First clinical trials with the same α-
emitter bound to albumin microspheres have been reported by Wunderlich et al. [105]. 
The authors injected the microspheres into the arteries leading to tongue and larynx 
tumours. After 4 hours, 80% of the radioactivity was bound to the tongue and 12% to 
the lungs. The rest was found in the abdomen. The tongue tumour was completely 
ablated, and no side effects or recurrences were observed at 2 year follow-up. Another 
a-emitter, 212Pb, in the form of radioactive colloids [ 106] was also investigated in an 
ovarian cancer mouse model. Tumour necrosis and decrease in ascites was observed in 
a dose-related manner, with acute gastro-intestinal toxicity developing at the highest 
doses. The therapeutically effective radioisotope in these experiments was 212Pb's
daughter nuclide 212Bi (Table 2). 

To increase the limited range of α-emitters (see general properties of α-emitters),
the radiopharmaceutical should be delivered close to the tumour from where it releases
the radioisotope, allowing it to diffuse into the surrounding area. Ideally, the released 
radioactivity binds to the tumour's cell surface and not to the surrounding normal tissue, 
something that could be accomplished, for example, by pre-targeting the cancer cells 
with an antibody metallothionein bioconjugate. This approach has been tested in vitro 
with the biodegradable polymer mixture of PHEA (= a,b-poly(hydroxyethyl)-D,L-
aspartamide) and Pluronic enclosing 212Bi. Within 1 hour, the polymer began to 
resemble Swiss cheese, with its many small holes of about 1 µm in diameter (Figure 
7). The size of the holes further increased, and after 2 days, more than 75% of the 
radioactivity had been set free [107]. The polymer tested was in the form of a paste, but 
microspheric radiopharmaceutical delivery forms are also possible. This approach is 
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limited by the difusion distances of the radioisotope [108]. In a chopped meat model, 
212Bi has been shown to diffuse a maximum distance of 10 mm. It thus may only be 
useful for the treatment of very small tumours, metastases or leftover tumour cells from 
incompletely resected tumours. 

Figure 7 Scanning electron microscopy picture of the biodegradable polymer PHEAP 
immediately after preparation (left), after I hour (middle) and after 24 hours (right) at 37 
ºC in PBSpH 7 4 The bar to the right represents 1 µm

6.2. THERAPY WITH BETA-EMITTING MICROSPHERES 

One of the first applications of a-emitting microspheres was the treatment of 
inaccessible tumours [ 109]. In this approach termed radioembolization therapy, 20 to 
50 µm microspheres are injected into the artery leading to the tumour. Since the 
microspheres are larger than the newly formed capillaries in the tumour, they are 
trapped and become lodged in the tumour from where they irradiate the surrounding
cancerous tissue with radiation doses 20 to 30 times higher than what is achievable with 
external radiation therapy. This approach, pioneered with 65Zn- and 198Au-microspheres
by Muller and Rossier in Switzerland [26], was further investigated with 198Au- and 
90Y-microspheres in many types of tumours by Ariel [110-112] and with 32P-resin
microspheres by Caldarola and Dogliotti [ 113]. Turner et al. investigated 166Ho-labeled
cation exchange resins [ 114] and Häfeli et al. 186Re/188Re-labeled glass microspheres for 
the same application [65,115]. Currently, radioembolization therapy is primarily used 
for the treatment of liver tumours, both hepatomas and liver metastases [116]. Since 
liver tumours get most of their blood supply from their hepatic artery [ 117], the 
radioactive microspheres injected into this artery are preferentially flushed into the 
tumour. Radiochemically highly stable glass 90Y microspheres sized 25 to 35 µm 
(Figure 4) are commercially available for the treatment of liver tumours in Canada and 
since June 1999 also in the United States (TheraspheresTM ; Nordion, Kanata, Ontario, 
Canada).

Prior to radioembolization, a diagnostic step is generally performed in order to 
prevent arterial shunting in the liver. Arterial shunts can divert large amounts of the 
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highly cytotoxic microspheres to the lungs and thus lead to pneumonitis [ 118]. The 
diagnostic step consists of determining the "shunt index" by injecting 99mTc-labeled
macro-aggregated albumin microspheres sized between 1 to 10 µm and imaging their 
biodistribution. If less than 5% of the radioactivity shunts to the lungs, then β-emitting
microspheres such as 90Y-glass microspheres [64] or 90Y-resin microspheres [27] are
injected into the hepatic artery of the patient. The first results in a disease which carries 
a grave prognosis with a survival rate of less than 50% after 1 year are very 
encouraging. After intra-hepatic injection, the microspheres are preferentially taken up 
by the tumour at an average ratio of about 4 to 1 (tumour to normal liver ratio) 
[119,120]. Very high radiation doses without side effects can thus be given. Treating 7 
patients with doses of 50 to 100 Gy, Houle showed that the larger doses are necessary 
for successful treatment results [121], and doses between 80 and 150 Gy are now 
recommended. Further improvements in treatment outcome are possible by injecting 
the vasoconstricting agent Angiotensin II immediately after the microsphere injection. 
Normal hepatic vessels are able to react by constriction, but the developing tumour 
capillaries are not. As a result, larger amounts of the microspheres are diverted to the 
tumour bed [113]. The clinical results regarding radioembolization therapy have been 
described in detail by Harbert [ 109]. 

Another therapeutic application of b-emitting colloids and microspheres is the 
radioactive ablation of inflamed synovia in arthritic joints, which has been termed 
radiosynovectomy or sometimes radiosynoviorthesis. Fellinger and Schmid [ 122] 
reported in 1952 the first use of 198 Au gold colloid for the treatment of rheumatoid 
arthritis in knees. Their results were not very encouraging probably due to underdosing, 
but they did not give up and later confirmed the value of this treatment [ 123]. Therapy 
with 198Au has the drawback of a 41 1 keV γ-emission. To overcome this drawback
other b-emitters such as 186Re [124], 90 Y [125], 165Dy [46] and 32P-colloids [126] have 
been investigated. Today, the choice of the radioisotope is entirely based on the size of 
the joint and the radioisotopes' treatment range (for example, 90Y and 188Re for knee
and shoulder, and 186Re and 169Er for finger or elbow) (Table 8).

Table 8: Radioactive microspheres for therapeutic applications 

Application Type of radioactive microspheres Particle size 

Radioembolization of liver 90Y-glass microspheres 25-35 µm 
and spleen tumours (TheraspheresTM )

186Re/188Re-glassmicrospheres 25-35pm
188Re-Aminex A27 microspheres 20-50 µm
166Ho-Aminex A-5 microspheres 13 µm

used
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Table 8: Radioactive microspheres for therapeutic applications 

Application Type of radioactive microspheres Particle size 

Radiosynovectomy of arthritic 35S-colloid 0.05-0.6 pm 
joints 90Y-resin microspheres 20-50 pm 

90Y-silicate, 90Y-citrate 0.01-1 pm 
I65Dy-ferric hydroxide 2-5 pm 
macroaggregates
169Er-citrate 0.1-1 pm 
186Re-sulfur-colloid 30-50 nm 
188Re-macro-aggregated albumin 10-20 pm 

used

Local radiotherapy 90Y-labeled poly(lactic acid) 1-5 or 10-50

165Dy-acetylacetone poly(lactic 1-5 or 10-50

166Ho-acetylacetone poly(lactic 1-5 or 10-50

186Re/188Re-labeled poly(lactic acid) 1-5 or 10-50

211At-microspheres 1.8 µm, 3-
10 µm

212Pb-sulfur colloid <1 µm
212Pb-ferrous(ferric) hydroxide <1 µm

Intracavitary treatment chromic 32P-phosphate 1-2 µm
(peritoneal ovarian tumour 90Y-silicate, 90Y-citrate 0.01-1 µ m 
metastases, cystic brain 198Au suspensions 5-25 nm
tumours)

microspheres µm 

acid) microspheres µm 

acid) microspheres µm 

microspheres µm

Traditionally used radioactive colloids are not ideal because their small particle size and 
large size distribution lead to radiation leakage from the joint [ 126,1271. Higher than 
desired leakage has also been measured in liposomes filled with 99mTc [128] and in
liposomes that contain the chelating DTTA-group covalently bound to cholesterol
[129]. In the second case, the chelator was incorporated into the liposomes'
phospholipid-wail during preparation and was then able to bind different radioisotopes 
such as the β-emitter 177Lu (Table 3) and the g-emitter 67Ga (Table 4).
More radiochemically stable and better-defined microspheres of about 5 µm seem to be 
optimal for retention in joints. Many of the recently developed microspheres such as 
biodegradable glass microspheres containing 153Sm, 166Ho, 90Y, 165Dy, 186Re or 188Re
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[ 130], 188Re-labeled albumin microspheres [78], 166Ho- or 165Dy-enclosing
biodegradable poly(lactic acid) microspheres [67,131] and 90Y- or 186Re/188Re-enclosing
biodegradable poly(lactic acid) microspheres [79,132] can be produced in the 
appropriate size, will biodegrade after complete decay and can easily be made 
radioactive. More information about radiosynovectomy is available in an extensive
review written by Harbert [133]. It covers the medical applications and procedures in 
detail. The radiation dosimetry of radiosynovectomy is covered by Johnson et al. [30]. 

Another important area for β-emitting microspheres is their use in the local
treatment of tumours. The delivery of these radioactive microspheres has been 
attempted in several ways. In one of them, radioactive microspheres are directly 
injected into the tumour. Wang et al., for example, radiolabelled ion exchange resin 
microspheres with 188Re and injected them directly into rat hepatomas [134]. Twelve 
out of 15 rats survived longer than 60 days in the treatment group, as compared to 5 out 
of 15 rats in the control group. In another novel method for the treatment of solid 
tumours, Order et al. combined embolization therapy and local radiotherapy, injecting 
first non-radioactive macro-aggregated albumin microspheres followed by colloidal 
32P-chromic phosphate [ 135]. The blockage of the capillaries induced before the 32P-
injection resulted in a 3-fold increase of colloid uptake, an effect that lasted for at least 
48 hours. This technique has been tested in a first clinical phase I trial for the treatment 
of non-resectable pancreatic cancer [ 136]. Four patients had a complete response with a 
duration ranging from 2-57 weeks and 5 patients had a partial response with a duration 
ranging from 4-21 weeks, corresponding to an objective response of 53% (9 of 17 
patients). Six of these patients were alive 33-57 weeks after treatment. 

At the current time, there is only one approved application for radioactive 
microspheres in the United States [137]. It is the use of 32P-chromic phosphate colloid 
for the treatment of cystic brain tumours such as craniopharyngiomas and astrocytomas. 
The radiocolloid is typically instilled using stereotaxic equipment, either with or 
without surgical resection or drainage of the cyst. There exists persuasive evidence that 
this therapeutic approach is as or more efficacious than conventional methods not only 
for patients with recurrent malignancies, but also for patients receiving primary 
radiocolloid therapy [ 138]. Radioactive glass- and poly(lactic acid)microspheres 
containing a mixture of 186Re and 188Re have recently been incorporated into a 
bioadhesive gel of either carboxymethylcellulose or fibrin glue and applied to the 
surface of growing rat 9L-glioblastomas [139]. The control group's survival was 18 
days, whereas 4 out 6 of the treated animals were still alive on day 35, which 
represented the end of the experiment (Figure 8). The amount of radioactive 186Re and 
188Re injected was less than 50 µCi combined. The surviving animals showed no signs 
of toxicity and had not lost any weight. Such microspheres are now planned for a 
clinical phase I trial of the treatment of recurrent brain tumour metastases 
intraoperatively after debulking. This therapeutic approach looks especially promising 
because the likelihood of local recurrence in these patients is very high [140], and the 
local radiation with g-emitters could be done in addition to chemotherapy or whole 
brain irradiation without risking undue toxicity. 
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Figure 8. Treatment of 9L-glioblastoma brain tumours in Sprague Dawley rats The
treatment and toxicity group received 50 µCi 186Re and 188Re in 0.5 mg glass
microspheres contained in 30 µl of fibrin glue. 

Radioactive microspheres filled with magnetite and radiolabelled with the b -emitter 90Y
can also be used for targeted cancer therapy. This has been shown with 30% magnetite-
containing poly(lactic acid) microspheres sized 20 to 30 µm that were injected 
intraperitoneally into C57BL6/N mice and targeted to a subcutaneously growing EL-4
murine lymphoma of about 0.5 g [141]. The injection of microspheres took place inside 
the peritoneal cavity as far from the tumour as possible. After injection, a round, 2 mm 
thick rare earth magnet with a diameter of 10 mm was taped directly above the tumour. 
The magnetic field on top of the magnet was 0.12-0.16 Tesla. A dose dependent 
decrease in tumour size was observed after the 7 day treatment period (Figure 9). Close 
examination revealed that 3 out of 4 tumours in the 80 Gy group and 2 out of 4 tumours 
in the 120 Gy group were completely eradicated, but that the remaining 1 or 2 tumours, 
respectively, had grown. It was precisely these tumours that had initially been found to 
be oblong or flattened out, thus causing the magnetic microspheres to be concentrated 
farther than 5 mm away from the edges of the tumour. Considering that 90% of the 
dose of 90Y is deposited within 2.8 mm [30], it follows that the tumour cells farther 
away were undertreated with the applied amount of radioactivity. The tumours which 
were not eradicated were therefore local treatment failures. 
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Figure 9. Treatment results of subcutaneous EL-4 lymphomas in mice after magnetic 
targeting of 90Y-PLA microspheres (n = 6). The numbers inside the bars represent the
ratio of completely eradicated tumours to the total number of tumours. 

7. Considerations for the use of radioactive microspheres 

The recent surge in the evaluation and clinical testing of radiopharmaceuticals is closely 
related to the recent development of user-friendly kits which allow the user to prepare 
radioactive microspheres or other radiolabelled agents in a hospital’s radiopharmacy. 
These kits have served to reduce concerns about the safety, cost and handling of 
radioactive pharmaceuticals. Current manipulations needed in most kit preparations 
typically include the addition of a radioisotope, incubation for a predetermined length 
of time between 5 and 60 minutes, verification of the activity of the 
radiopharmaceutical by a simple measurement in a dose calibrator and, sometimes, a 
thin layer chromatogram for quality control. Ideally, the kit preparation leads to highly 
stable radioactive microspheres with no purification needed. Saha gives additional 
information in an excellent up-to-date introduction into the currently used 
radionuclides, radionuclide generators and radiopharmaceuticals in a nuclear pharmacy 
[142]. Saha covers not only all technical aspects of a nuclear pharmacy, but also the 
radiation regulations and radiation protection aspects. 
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Increased interest in radiopharmaceuticals is also explained by easier access to 
generator-produced a- and b-emitting radioisotopes. The b-emitter 188Re, for example 
(Table 3), can now be inexpensively obtained by any hospital radiopharmacy, in the 
form of a 188W/188Re generator from Oak Ridge National Laboratories. This generator
contains the parent nuclide 188W with a half-life of 69.4 days permanently bound to an 
alumina column. Because of ongoing decay into the daughter-nuclide 188Re, hundreds 
of mCi of a sterile 188Re-solutioncan be eluted from the column every day over the
course of about 3 months [ 143]. Rhenium-188 is currently being tested in clinical trials 
for the radioactive treatment of restenosis [ 144], for local cancer therapy [ 134,145,146], 
for radioembolization therapy [ 147] and for radioimmunotherapy [ 148]. 

Two of the most important parameters for the in vivo use of radiopharmaceuticals 
are their stability and target specificity. The stability can be improved by using more 
specific chelators and by attaching the chelators to the microspheres through a linker 
that does not interfere with their metal-binding properties. Many of these stability 
issues have already been optimised for radiolabelled antibodies [149] and can thus be 
directly applied to radioactive microspheres and their kit preparation. The second 
parameter, target specificity, can be addressed by using additional surface chemistry to 
modify and functionalise the microspheres' surface. This allows for circulation time 
optimisation and foreign body response minimisation. In addition, more specific 
targeting of microspheres to areas other than the reticuloendothelial system (mainly 
liver and spleen) is possible, as well as the modification of the microspheres' adsorption 
behaviour to blood proteins [150]. 

Also important for the application of therapeutic radioactive microspheres is that the 
radioisotope be chosen for radiobiological and dosimetric reasons. The target size 
should, for example, be matched with the radiation range of the radioisotope, thus 
maximising the therapeutic effect and minimising the toxicity [ 15 11. Also, dose rates 
should be taken into account and radioisotopes chosen so that dose rate and total dose 
deposited are optimal for the target lesion [152]. These parameters are not yet well 
established, but are nevertheless important and should be investigated further. 

Another area for the optimisation of radioactive microspheres is research into the 
most appropriate size of microspheres for in vivo application. It has long been known 
that differently sized microspheres of identical composition show different 
biodistribution profiles [ 153,154]. In addition, for both diffusion and erosion release 
mechanisms, the release rate of the encapsulated drugs is theoretically dependent on the 
available surface area. Smaller microspheres with a much larger surface area should 
thus release their contents at a much faster rate with all the other parameters being 
equal. Unfortunately, no homogenous, mono-sized microspheres made from 
biodegradable materials are currently available. 

The use of radioactive microspheres is the basis of a large variety of well-
established and original concepts for future biomedical, diagnostic and therapeutic 
applications. Optimally, radioactive microspheres should be combined with 
biologically active molecules such as proteins, peptides, hormones, lectins, and 
antibodies. This will allow for the diagnosis and treatment of many different diseases 
with microsurgical precision and will lead to better treatment concepts with fewer side 
effects.
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Abstract

This chapter is part one of a review in which the production and application of 
radiation-induced bioradicals is discussed. Bioradicals play a pivotal role in the 
complex chain of processes starting with the absorption of radiation in biological 
materials and ending with the radiation-induced biological after-effects. The general 
aspects of the four consecutive stages (physical, physicochemical, chemical and 
biological) are discussed from an interdisciplinary point of view. The close relationship 
between radiation dose and track structure, induced DNA damage and cell survival or 
killing is treated in detail. The repair mechanisms that cells employ, to insure DNA 
stability following irradiation, are described. Because of their great biomedical 
importance tumour suppressor genes involved in radiation-induced DNA repair and in 
checkpoint activation will be treated briefly, together with the molecular genetics of 
radiosensitivity. Part two of this review will deal with modern theoretical methods and 
experimental instrumentation for quantitative studies in this research field. Also an 
extensive overview of the applications of radiation-induced bioradicals will be given. A 
comprehensive list of references allows further exploration of this research field, 
characterised in the last decade by a substantial advance, both in fundamental 
knowledge and in range of applications. 

1. Introduction 

The discovery of X-rays in 1895 by Roentgen set in motion a long era of intense 
research on the fundamental and applied aspects of ionising radiation. Soon after the 
discovery of X-rays it was widely recognised that ionising radiation could modify the 
properties of matter and that mankind could take advantage of this. In the early days it 
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was believed that irradiation would be the ideal tool for successful medical therapy and 
diagnostics, and for the synthesis of new and exotic materials and products. However, 
these ideas, which excited the imagination of many researchers and industrialists, have 
not developed to the extent anticipated in these pioneering days. The major reasons 
were twofold: an insufficient fundamental insight in the basic processes governing the 
complex reaction chains initiated by radiation and the unavailability of powerful 
instruments and techniques for the production and study of the radiation-induced
species. During the last decade however there has been a virtual explosion of advances 
in the field of radiation research, mainly driven by a fruitful cross-fertilisation of the 
multidisciplinary research community involved. Scientists from disciplines as radiation, 
nuclear and atomic physics, nuclear medicine and radiotherapy, quantum chemistry, 
radiobiology, biological modelling, organic chemistry, genetics, accelerator 
technology,... contribute to this exciting evolution.

Free radicals are situated at the crossroads of these research disciplines. The authors 
were asked to present an up-to-date review in which various aspects of radiation-
induced radicals in biological matter are discussed. The author’s goal in this respect has 
been to span the gap between the underlying physical sciences and the world of 
biological research and applications. Obviously, any attempt to cross the boundaries of 
traditional disciplines in a restricted amount of space is done at risk of losing scientific 
rigor and depth. We have tried to counterbalance this by incorporating numerous 
review articles and reference works. The comprehensive literature citations will help 
the interested reader to pursue their search to broader scopes and deeper levels. 

The scientific interest in the physical and chemical aspects of the radiation-induced
formation of bioradicals is important because it allows to an understanding of the 
primary processes from which originate many complex reaction chains with significant 
biological consequences. The macroscopic biological effects that can be induced by 
minimal radiation energy transfers are applied for the benefit of man in several domains 
of human activity such as radiotherapy, medical imaging, sterilisation, polymer 
chemistry, food processing, waste management. Advanced knowledge of radiation-
induced bioradicals will lead to a better understanding of radiation damage, its after-
effects and potential safeguards. 
This contribution is divided over two chapters of this volume. 

In this first chapter, Radiation-induced bioradicals: physical, chemical and 
biological aspects, we will concentrate on the basic concepts of the creation of 
radiation-induced bioradicals. We will give a short description of the interaction 
mechanisms of ionising radiation with biological systems and of the immediate and 
long-term consequences of this interaction. Knowledge of the basic physics of radiation 
interaction and energy transfer is fundamental to understand the consecutive chemical 
and ultimate biological effects in living matter. The subsequent stages of the radiation 
energy deposition processes and their effects will be elaborated in detail. 

The second chapter, Radiation-induced bioradicals: technologies and research, will 
deal with modem theoretical methods and experimental instrumentation for quantitative 
studies in this research field. Also an extensive overview of the applications of 
radiation-induced bioradicals will then be given. 
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2. The interaction of ionising radiation with matter 

In this chapter we will concentrate on bioradicals induced by ionising radiation. 
Radiation in general can excite and ionise molecules while getting absorbed by matter. 
Ionising radiation includes those types of radiation that are capable of producing ions 
by ejecting electrons from their atomic or molecular structure. In contrast, visible or 
near ultraviolet photons interact with matter by predominantly producing excited states. 
They are called non-ionising radiations. The chemical reactions induced by them are in 
the domain of photochemistry. Besides the undeniable similarities between the 
chemical and biological effects of both types of radiation, there are profound 
differences. The energy absorption process of ionising radiation is almost entirely 
dependent on the atomic composition while non-ionising radiation absorption is mainly 
influenced by molecular binding properties of the irradiated medium. While the energy 
of the quanta of non-ionising radiation is about the same as that of the chemical bond 
(2-5 eV) 1, the energy of ionising radiation is several orders of magnitude higher, 
enabling ionisation of many different molecules of the substance during a chain of 
interactions. This will generate a wide variety of reactive species, especially radicals, 
which lead to chemical and biological products in the irradiated specimen. The 
interaction of non-ionising radiation has a more selective nature, because low-energy
photons with energies corresponding to the absorption spectrum of atoms and 
molecules are selectively absorbed. The result is a well-defined photochemical reaction. 
Such selectivity will not be observed with ionising radiations, subject of this chapter. 

Ionising radiation includes high-energy atomic particles (electrons, protons,
neutrons, a-particles.. .) as well as high-energy electromagnetic radiation (X-rays, g-
radiation). High energy in this context refers to energies greater than the ionisation
energies of atoms and molecules, but, in practice, energies in the range of kilo-
electronvolt (keV) or Mega-electronvolt (MeV) are used for radiobiological research 
and applications. 

Although the major part of the following discussion is applicable to matter in 
general, we will focus mainly on biological systems. A complete and detailed 
description of the interaction of ionising radiation with matter is very complex. The 
radiation transport in matter is governed by a combination of many possible interaction 
processes, each having energy-dependent interaction probabilities. To deal with the 
statistical nature of these events and the many parameters involved (radiation type, 
medium, geometric and energetic characteristics, reaction mechanisms, enzymatic 
repair), radiation physics, chemistry and biology have to rely on Monte Carlo 
techniques (Andre0 1991; Ballarini 1999; Begusova 1999; Briesmeister 1993; De 
Marco 1998; Halbeib 1984; Hill 1999; Ma 1999; Michalik 1995a,b; Nikjoo 1998;
Rogers 1991 ; Tomita 1997). In these ‘roulette-type’ theoretical techniques primary and
secondary radiation species are followed in space and time, the type and probability of 

1 One electronvolt (1 eV) is the kinetic energy an electron, or another singly charged 
particle, gains on being accelerated by a potential difference of one volt (1 eV = 1.602 
10-19 J). Most covalent chemical bonds in organic materials have bond dissociation
energies between 3 and 4.5 eV. 
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interaction being sampled by random numbers. Within the scope of this chapter, 
however, we have to limit ourselves to some general fundamental aspects (Turner 1995, 
Attix 1998). The understanding of these basic processes will provide a very good 
insight in the parameters controlling the immediate chemical and the long-term
biological consequences of the interaction of radiation with biological systems. 

Figure 1. Approximate time scale of events in the interaction of ionising radiation 
with matter. 

When radiation penetrates (biological) matter a succession of processes is generated. 
Figure 1 gives an approximate time-scale of events following the interaction of ionising 
radiation with matter. There is a possible overlap between the individual stages, both in 
time and with respect to the character of the elementary processes. As an introduction 
we will give a short overview of the chain of consecutive processes set in motion by 
radiation impinging on a biological system. A detailed description of the different 
stages will be given in paragraphs 2 to 5 of this chapter. 

Radiation, be it a photon or a particle, traverses a molecular dimension of a few 
angstroms in 10-18 to 10-17 s. The energy of the radiation is initially distributed among a 
large number of atoms and molecules through the interaction of the radiation with their 
orbital electrons, giving rise to ionised and electronically excited atoms and molecules. 
These species are concentrated in tracks along the path of the ionising species. The 
spatial distribution of the electron-excited or ionised molecules depends on the 
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properties of the irradiated medium and of the radiation. In covalently bonded systems, 
such as organic and biological systems, a large proportion of the ionised and excited 
molecules react or dissociate with the formation of free radicals, concentrated in tracks 
distributed in a manner similar to their parent molecules. The electrons produced by the 
absorption of radiation are rapidly thermalised and consequently solvated in most liquid 
media. The duration of these processes is very short (10-15 s).

By the end of the energy deposition an irradiated molecular system contains ions, 
electrons, excited molecules and free radicals. As we will see further, these species will 
in general be the same in a particular material, regardless of the type or energy of the 
radiation. All ionising radiations will therefore give rise to qualitatively similar 
chemical effects. The quantitative differences of chemical effects of distinct radiations 
stem from the different spatial distributions of the reactive species. 

The chemical reactivity of positive and negative ions is not high, but if they 
recombine with other ions they can form free radicals. Because of their unpaired 
electron free radicals are very reactive. Their reactions are usually very fast, in 
particular the radical-radical reactions, so radicals play a predominant role during this 
stage. Radicals have been shown to be transient intermediates also in many non-
radiation-induced chemical reactions. However, the initial high concentration of 
radiation-induced radicals along the radiation tracks can lead to a completely different 
radical behaviour as compared to systems where the radicals are more uniformly 
distributed. During the initial stage there exists an enormous variety of intermediates 
leading to a complicated set of reactions (Klassen 1987). It is the production of this 
large number of free radicals that accounts for the fact that high-energy radiation is 
much more effective in inducing chemical changes than, for example, an equivalent 
amount of thermal energy. It is also the basis of the great variety of applications of 
radiation-induced processes (Woods 1994). 

About 10-12 s after the initial events, any radicals that have not reacted within the 
tracks, have diffused from these and become essentially homogeneously distributed in 
the medium. Chemical changes in the material being irradiated are generally the result 
of further free radical reactions, that are completed within approximately 1 ms in 
gaseous and liquid systems. In solids the reactions proceed much slower, due to the 
reduced mobility of the free radicals. Trapped radicals may be detected even weeks or 
months after irradiation. 

When ionising radiation is absorbed in living material, there is a possibility that it 
will act directly on critical targets in the cell. The molecules may be ionised or excited, 
thereby initiating a chain of events that leads to biological change and cell death if the 
change is critical. In contrast to this direct effect, radiation may also interact with other 
atoms or molecules in the cell, particularly water, to produce free radicals which can 
diffuse far enough to reach and damage the DNA. 

Radiation effects to living species (e.g. loss of viability, sterility, cancer, and genetic 
damage) can occur over longer time scales, from a few hours to many years, depending 
on the irradiation conditions. In each case, however, the changes to the living system 
are the result of the chemical changes brought about in the first fractions of a second 
after irradiation. 
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Based on this description, the complex chain of processes starting with the absorption 
of radiation in biological materials and ending with the radiation-induced biological 
after-effects can be subdivided in four stages: 1° the absorption of radiation energy in 
the substance (physical stage); 2° energy transfer among the intermediates 
(physicochemical stage); 3° restoration of the chemical equilibrium (biochemical stage) 
and 4° long-term biological processes taking place due to the applied radiation 
(biological stage). We will treat these four stages now more in detail. 

3. The physical stage

High-energy radiations used to initiate radiochemical reactions include charged 
particles (a and b-particles or electrons), photons (g-radiation and X-rays) and 
neutrons. At some point in the radiation absorption process almost all the energy of the 
ionising radiations is transferred to fast-moving charged particles, ionising or exciting 
nearby molecules of the material, as they are slowed down. These charged particles 
may represent the primary radiation itself, as in the case of charged particle irradiation, 
secondary electrons in the case of photon irradiation, or protons and other ionising 
particles produced by neutron interactions. Therefore, high-energy charged particles are 
called direct ionising particles, while photons and neutrons are indirect ionising 
radiations.

3.1. DIRECT IONIZING RADIATIONS 

A charged particle traversing matter exerts electromagnetic forces on atomic electrons 
and imparts so-called collision energy to them (ICRU 46 1992; Knoll 1989). The 
energy transferred may be sufficient to knock an electron out of an atom and thus ionise 
it. Alternatively, it may leave the atom in an excited non-ionised state. When an atom is 
ionised, the secondary electron produced may have enough energy to cause several 
more ionisations or excitations along a branched track before being thermalised. The 
energy releases by particles are discrete events, the spacing of which will depend on the 
energy and type of the particles. 

The average rate of collision energy loss of particles in a medium -dE/dx or 
collision stopping power can be derived, using relativistic quantum mechanics, from the 
Bethe formula (1): 

(1)

In this relation: 

NA = Avogadro's number
z = charge of the particle 
e = magnitude of the electron charge
me = electron rest mass
v = speed of the particle 
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ρ = density of the irradiated medium
Z = atomic number of the absorbing atom 
A = atomic mass of the absorbing atom 
B = correction factor, dependent on the medium, particle type and energy 
As can be seen from this formula, the stopping power increases with the density of the 
irradiated medium. 

If they have the same energy, heavy particles such as a-particles and protons, are 
much slower than electrons. Therefore the average rate of energy loss of heavy particles 
is much greater. Because they are heavier than the atomic electrons with which they 
collide their energy loss per collision is small and their deflection is almost negligible. 
Therefore they are gradually slowed down as a result of a large number of small energy 
losses. They travel along almost straight paths through matter leaving a dense track of 
ionised and excited atoms in their wake (ICRU 49, 1993). 

In contrast, electrons and positrons can lose a large fraction of their energy in a 
single collision with an atomic electron, thereby suffering relatively large deflections. 
The energy releases are widely spaced along the particle tracks. Because of their small 
mass, electrons are frequently scattered through large angles by nuclei. Electrons and 
positrons generally do not travel through matter in straight lines (ICRU 39, 1984). 

The v-2-dependence of the stopping power, (see the Bethe formula above), indicates 
that for low velocities at the end of the particle trajectories, the deposited energy 
increases sharply (the v-2-dependence is slightly compensated by a smaller decrease of
the factor B with energy). For electrons this absorbed dose increase is substantial only 
over the last nm of the trajectory, where clusters of ionisations occur. For high-energy
protons this region extends over a few mm (the so-called Bragg peak). The Bragg peak 
of protons forms the basis of the application of these particles in proton radiotherapy, 
allowing more precise dose distributions in tumours (Courdi 1993; Rosenwald J. 1993). 

A high-speed particle can also be sharply decelerated and deflected by an atomic 
nucleus, causing it to emit the energy lost as electromagnetic radiation in a process 
called "bremsstrahlung" (braking radiation). The rate of energy loss by this process is 
proportional with z2Z2/m2, where z and Z are the charge of the particle and the atomic 
number of the nucleus, and m the mass of the particle. For particles with a heavier mass 
than electrons bremsstrahlung production is negligible at the energies used for the 
irradiation of biological samples. For electrons bremsstrahlung production is a second-
order effect in the radiolysis of biological materials, because they are low-Z materials. 
The bremsstrahlung process is in this context only relevant for the production of X-rays
with electron accelerators (see next chapter). 

The range of a charged particle, i.e. the distance that a particle can penetrate into 
matter, depends on the initial energy of the particle and the density of the absorber. The 
reciprocal of the stopping power (including collision and radiative processes) gives the 
distance travelled per unit energy loss. Therefore, the range R(T) of a particle of kinetic 
energy T is the integral of this quantity down to zero energy (2): 
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(2)

Because the common unit for stopping powers is MeV cm2 g-1, the range is expressed in 
g cm-2. To obtain the range in cm R has to be divided by the density p of the absorbing 
material.

The range of 1 MeV α-particles, protons and electrons in water are respectively 4.6 
pm, 39 µ m and 4.37 mm. For 10 MeV these values are 0.1 mm, 1.2 mm and 49.8 mm.
For other materials the range is roughly inversely proportional with the density. 

3.2. INDIRECT IONIZING RADIATIONS 

Unlike charged particles, which generally lose energy through a large number of small 
energy transfers, photons (X-rays and g-rays) tend to lose a large amount of energy 
when they interact with matter. However, the interaction probability of photons is 
rather low, so that many photons will pass through a finite thickness of material without 
change in energy or direction. A simple exponential law (3) can describe the reduction 
of the number of photons transmitted through a sample with thickness d:

(3)
I = 1 0 e -µd

I, and I are the radiation intensities before and after the sample and µ is the absorption 
coefficient taking into account the several processes that contribute to the attenuation 
and scattering of a photon beam (Genvard 1993; Henke 1993; Hubbell 1999). Their 
relative importance depends on the photon energy and on the nature of the irradiated 
material. There are three important photon interactions, all three producing fast 
electrons causing subsequently many excitations and ionisations: photoelectric effect, 
Compton scattering and pair-production.
When the photon energy is below 0,5 MeV, the photoelectric effect is predominant. 
The total energy, i.e. the entire photon, is used up in the ejection of an electron from an 
atom shell. Subsequently this fast electron causes many excitations and ionisations.

Compton scattering arises predominantly when photons in the energy range 0.5 – 5 
MeV collide with free or loosely bound electrons in the absorber. Part of the photon 
energy is transferred to the electron as kinetic energy, and the photon is deflected from 
its initial direction (Cooper 1997; Harding 1997). 

When a photon has an energy of 1.02 MeV or higher it may extinct in the proximity 
of an atomic nucleus of the absorber, giving rise to an electron-positron pair. This 
process is called "pair-production" .

Neutrons, being particles without charge, gradually lose energy by direct collisions
with nuclei of matter. Ion pairs are produced by these collisions, the hit nucleus losing 
one or more of its orbital electrons (ICRU 46, 1992). The energy transfer in these 
elastic (billiard-ball like) collisions are most effective when the mass of the nucleus is 
comparable with the mass of the neutrons, as is the case for light elements, especially in 
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H-rich media, such as biological materials. Other, less important, neutron interactions 
also generate predominantly secondary ionising particles and photons as reaction 
products.

3.3, LINEAR ENERGY TRANSFER (LET) 

As described, radiation of different types and energy will lose energy in discrete events 
at different rates. Excitation and ionisation occurs along the track of the primary 
radiation in single events, the spacing along the track depending on the type and the 
velocity of the primary radiation and the density of the medium. The spatial distribution
differences are related to the linear rate at which radiation loses energy in a medium, 
referred to as linear energy transfer (LET), usually expressed in unit keV µm–1. High 
LET or rapid energy loss will lead to particle tracks densely populated with ions and 
excited molecules, while low LET radiation gives widely separated spurs (Goodhead 
1988, 1989). Values of LET range from 0.2 keV µm–1 to 40-50 keV µm-1. To have a 
general picture, the different radiation types can be arranged in order of increasing 
LET: high-energy electrons and X-rays, γ-radiation; low-energy X-rays and β-particles;
protons; deuterons; α-particles; heavy ions, and fission fragments from nuclear 
reactions.

High LET values affect radiolysis yields by increasing the probability of reactions 
between the reactive species that are formed in the radiation tracks. One reaction 
product may predominate with low LET-radiation and another with high LET-
radiation. As we will see further, a wide variety of biological effects are induced by 
ionising radiation. The biological effectiveness may be strongly dependent on LET, i.e. 
of the nature of the radiation tracks. For example for fast electrons the discrete energy 
releases are widely spaced and even though a track passes through a DNA molecule, 
there is a chance that no energy releases will occur in it. The track left by an α-particle
on the other hand is so dense that if the α-particle passes through the DNA, there will 
enough energy releases and clustering of damage to destroy it (Hill 1999; Nikjoo 1998). 

3.4. DOSE AND DOSE EQUIVALENT 

The primary physical quantity to characterise irradiation processes is the amount of 
energy transferred from the radiation to the absorbing medium. The energy absorbed 
per unit mass from any kind of ionising radiation in any target is defined as the 
absorbed dose D. The unit of the absorbed dose is called Gray (symbol Gy). One Gray 
is equal to an energy absorption of one Joule per kilogram of the irradiated material. 
The older unit, frequently encountered in publications, is the rad. 1 Gy is equal to 100 
rad.

The penetration of radiation energy into a sample can be represented by depth-dose
curves in which the relative absorbed dose at a particular point is plotted against the 
distance (i.e. the depth) of that point from the irradiated face of the sample. The shape 
of these depth-dose curves depends on the nature of the radiation, the energy, the 
density of the irradiated material and the irradiation geometry. Depth-dose distributions 
have to be taken in account when the distribution of physical, chemical or biological 
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effects are important in an irradiated medium (e.g. radiotherapy, sterilisation of 
pharmaceuticals...).

As already mentioned, the range of heavy particles is very small compared to the 
electron range. For heavy particles there is only substantial absorbed dose along the 
first micrometers of their trajectory. Therefore, electron beams are preferred for the 
production of radicals in biological systems. Because photons have even a larger 
penetration depth, they are chosen for the irradiation of bulky samples. However, 
photon beams generally produce lower dose rates. 

LET reflects the deposited energy distribution in a material on a microscopic scale 
(nm-range). This localised spatial distribution is rather inhomogeneous, dependent on 
the radiation type. The absorbed dose is a macroscopic quantity that ‘smears out’ the 
energy deposition over volume elements in the mm-range. Absorbed dose is radiation-
independent, 1 Gy always corresponding to 1 J/kg. 

It has long been recognised that the absorbed dose needed to achieve a given level 
of biological change (e.g. cell killing) is often different for different kinds of radiation. 
This is closely related to the initial track structure or the microscopic spatial 
distributions of the reactive species during the physicochemical stage. To account for 
different biological effectiveness of different kinds of radiation, the concept of dose 
equivalent is introduced. The dose equivalent H is given by H = DQ, where D is the 
absorbed dose and Q is the quality factor which is related to the LET of the radiation. 
Values of Q range from unity for high-energy photon and electron radiation to 25 for 
neutrons, protons and heavier particles. When the dose is expressed in Gy, the unit of 
dose equivalent is the Sievert (Sv). With the dose in rad, the equivalent dose unit is 
rem. 1 Sv is equal to 100 rem. 

3.5. INDUCED RADIOACTIVITY 

When ionising radiation impinges on matter, energy may be imparted to some nuclei of 
the atoms. Under certain conditions, this may be sufficient to induce an atomic nucleus 
to become so unstable that its emits one or more nuclear particles together with g-
radiation. This reaction changes the nucleus into that of a different element or an 
isotope of the original one. By these nuclear transformations ionising radiation may 
induce radioactivity in matter which previously showed none. The risk of radioactivity 
production depends on the properties of the matter irradiated, and on the energy and 
type of the ionising radiation employed. It is essential that treatment with ionising 
radiation of living matter or in a manufacturing process leading to human consumption 
does not produce radioactivity. Therefore a maximum energy limit to the beams is 
prerequisite. Following more than 30 years experience, especially in food processing, 
the energy limits are fixed at 10 MeV for electron irradiation and 5 MeV for photon 
beams, As described in the next chapter, appropriate radiation sources, recommended 
by the WHO, IAEA and FAO, can be chosen, that do not induce any noticeable 
radioactivity in biological specimens. It has been amply demonstrated that there is no 
danger of inducing radioactivity with such selected sources (Diehl 1995; FAO/IAEA 
1996; WHO 1984). 
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4. The physicochemical stage 

Regardless the type of ionising radiation, finally the absorbed energy is transferred to 
atomic electrons. When inner-shell electrons are ejected they interact with other less-
firmly-bound atomic electrons, so that the absorbed energy is rapidly distributed over 
the least-strongly-bound electrons; for example the nonbonding electrons on oxygen or 
nitrogen and the p electrons of unsaturated compounds. During the physicochemical 
stage very fast reactions occur in the direct neighbourhood of the radiation tracks (Glass 
1991). The tracks may be densely or sparsely populated with the active species, 
dependent on the radiation LET. Therefore, depending on the LET, the relative 
proportion of the chemical products formed and their distribution may differ 
appreciably. The resulting biological effects will change accordingly. 

To understand radiation-induced effects in biological materials one has to recall that 
the critical molecules such as DNA, RNA, or protein in the living cell are irradiated in 
an aqueous environment. Damage to these molecules can be imparted either by a direct 
hit of the molecule or by means of an indirect mechanism by the free radicals induced 
in water. Therefore the study of the chemical changes induced by ionising radiation in 
liquid water is very important (Ferradini 1999; von Sonntag 1991). The different types 
of radiation interact with water by distinctly different processes but the overall result
will be the formation of the ionised and excited water molecules, H2O+ and H2O*, and
subexcitation electrons. These species, so-called primary products, are produced in 

10 15s.
At room temperature, a water molecule can move an average distance 

10 15s.
comparable

to its diameter (2.9 Å) in about 10–12 s. Thus, 10–12 s after passage of an ionising particle 
or photon marks the beginning of the ordinary, diffusion-controlled chemical reactions 
that take place around the radiation track. During the physicochemical stage, from 10–15

s to 10–12 s, the three primary products induce changes in their direct environment. First 
an ionised water molecule reacts with a neighbouring molecule (4), forming a 
hydronium ion and a hydroxyl radical: 

H2O+ +H2O → H3O+ + OH° (4)

Second, an excited water molecule dissipates energy by ejecting an electron (5) and 
proceeding according to the previous reaction or by molecular dissociation (6): 

H2O*→ H2O+ +e-

H2 O* →H°+OH° (6)

(5)

Third, the subexcitation electrons migrate, losing energy by rotational and vibrational 
excitation of water molecules, and become thermalised. The thermalised electrons 
orient the permanent dipole moments of neighbouring water molecules, forming a 
cluster, called a hydrated electron e-aq, which is a radical that has a significant lifetime 
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in water. The hydrated electron has a lifetime under physiological conditions of a few
microseconds. The net result of these fast reactions is to produce three important highly
reactive species: the hydrated electron e-

aq , OH° and H° (Buxton 1988; Fulford 1999; 
Laverne 1993). 

For high LET radiation the concentration of the radicals in the tracks is very high 
and molecular products are formed through the recombination of radicals (7): 

H° + H°→H2

OH°+OH° → H2O2

(7.1)

(7.2)

The last reaction produces hydrogen peroxide H2O2, a very active oxidising agent. 
Reactions occurring within a track in pure materials are often similar to what is 

observed in aqueous solutions. If a simplified representation of an organic compound is 
given by RH2, the following fast reactions with ions RH2

+ and excited molecules RH2*
can take place: dissociation of ions or excited molecules giving radical or molecular 
products (reactions 8.1 to 8.4); dissipation of excitation energy without chemical 
reaction (reaction 8.5); recombination of radicals (reaction 8.6) and ion-molecule
reactions (reaction 8.7). 

RH2
+ → RH++ H° (8.1)

RH2
+ → R+ + H, (8.2)

RH2*→ LH°+ MH° (8.3)

RH2*→  R+ H, (8.4)

RH2*→  RH2 (8.5)

RH°+H°→  RH2 (8.6)

RH2
+ + RH2→  RH3

+ + RH° (8.7)

Free radicals can be formed directly when a molecule dissociates at a covalent bond, so 
that one bonding electron remains with each fragment. In organic compounds bond 
scission tends to be almost random in straight-chain hydrocarbons such as for example 
hexane, giving a variety of different radicals and a relatively large number of radiolysis 
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products (17 different reaction products for hexane). However scission tends to be more 
specific if the molecule has weaker covalent bonds such as those at branches in the 
carbon skeleton (Woods 1994). The effects on non-hydrocarbon organic materials are 
determined largely by the presence of functional groups. 

The process of molecule dissociation, producing radicals, is reversible. During the 
physicochemical stage, there is a substantial chance that the radicals, not separated 
within the track, will recombine. Recombination will often give back the original 
molecule, although alternative reactions may deliver different products. Radicals that 
do not react with other radicals in this region of high radical concentration diffuse into 
the bulk of the medium and generally react with products in the medium during the 
chemical stage, where the usual chemical kinetics apply. However the initial high 
concentration of radicals close to the radiation tracks can lead to a completely different 
radical behaviour for radiation-induced reactions than usually encountered in systems 
where the radicals are more uniformly distributed. 

All radiation types produce qualitatively the same reactive species in the local track 
regions. The chemical and biological differences that result at later time are due entirely 
to the different spatial distribution of the patterns of initial energy deposition. 

5. The chemical stage 

At about 10–12 s after passage of the ionising radiation the reactants begin to migrate 
randomly in thermal motion around their tracks. The chemical kinetics are now 
diffusion-controlled (von Sonntag 1987). 

The possible reactions of radicals are manifold. They can be uni-molecular
(rearrangement and dissociation) and bimolecular. The latter can be subdivided into 
reactions that include a radical among the products (addition, abstraction) and those that 
terminate the radical reaction, leading to molecular or ionic species (combination, 
disproportionation, electron transfer). The most typical examples of reactions in 
systems of biological interest are: hydrogen abstraction by a radical (reactions 9.1 and 
9.2); ion neutralisation (reaction 9.3); radical combination (reaction 9.4) and radical 
disproportionation (reaction 9.5). 

RH2 + OH°→   RH° + H2O

RH2 + H°→  RH°+ H2

RH3 + e-
aq →  RH- + nH2O

2RH°→  RH-RH (9.4)

(9.1)

(9.2)

(9.3)
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2RH°→  RH2 + R (9.5)

In an aqueous biological environment the water radicals and hydrogen peroxide attack
organic molecules. The reactions are of a statistical nature so that randomly distributed 
large biomolecules in the medium undergo rather indiscriminate bond scissions, with 
some preference concentrated on those parts of the molecule having the greatest
variation in electron density or where the weaker covalent bonds are present. Radicals 
tend to react with the functional groups of these molecules. Complicated biological 
macromolecules containing a great number of reactive functional groups are very 
sensitive to irradiation. Even breakage of single hydrogen bridges may cause lasting 
effects in these materials. Certain functional groups are particularly susceptible to one 
or more of the radicals, but the situation is very diversified and complex. For example,
H° and OH° will react rapidly with alkenes, while the reaction with e-

aq will proceed
slowly. Halogen compounds are particularly susceptible to attack by e-

aq but not by 
OH°. Hydroxyl radicals react with virtually all organic compounds, either by adding to
a multiple bond or by hydrogen abstraction. Halogen radicals, classed as electron
acceptors, tend to attack preferentially points of high electron density in the 
surrounding medium. In contrast, methyl radicals have a tendency to lose electrons and 
seek electron-deficient centres. During the first millisecond after radiation exposure
there is a competition between radical scavenging and damage-fixing reactions in 
biologically important molecules. The radicals react with other radicals by combination 
or disproportionation, or react with other molecules, to give a wide range of products. 

5.1. RADICAL REACTIONS WITH BIOMOLECULES 

The study of the chemistry of bioradicals is important for the understanding of later 
biological effects. As we will discuss further damage to the genetic material DNA is the 
most critical event in radiation exposure of biological systems. Radiation exposure of 
cells in living organisms may result in cell replication failure or in chromosome 
aberrations, leading to mutagenesis and carcinogenesis. Radiation damage to proteins, 
lipids and carbohydrates is relevant for effects such as enzyme inactivation and also has 
applications in the radiation treatment of foods and drugs where toxicity of radiation 
products is a point of major concern. Amino acids arid sugars are important for
dosimetric applications. The amino acid L-a-alanine is currently used as a reference 
dosimeter suitable over a wide dose range (Callens 1996; McLaughlin 1993; Van Laere 
1993). The study of radiation-induced effects on various sugars (e.g. glucose, fructose, 
and sucrose) is relevant for the detection of some irradiated foodstuff. 

The reactivity with free radicals in general depends to a great extent on the structure 
of the reactants. The selectivity is determined largely by the energetics of the processes 
taking place. As we will see in the next chapter, ab-initio quantum chemical 
calculations in combination with EPR measurements are very important to interpret 
these energetics and to elucidate the possible structure of bioradicals (Lahorte 1999a,b). 
Also primary radiation-damage in DNA is studied through ab-initio molecular-orbital
calculations (Colson 1995; Wetmore 1998a,b). 
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5. I. I. Radiation damage to DNA

The primary target for radiation-induced cell damage is the DNA molecule (Kiefer 
1990; von Sonntag 1994). This is supported by many sources of evidence, including the 
following (McMillan 1993): 
• microirradiation studies show that to kill cells by irradiation of cytoplasm 

requires far higher doses than irradiation of the nucleus 
• isotopes with a short range emission, incorporated into cellular DNA, produce 

very effectively radiation cell killing and DNA damage 
• the incidence of chromosomal aberrations following irradiation is closely

linked to cell killing 
• thymidine analogues, as IUdR and BrUdR (iodo- and bromo-deoxyuridine)

incorporated in chromatin modify radiosensitivity. 
DNA is a complex molecule, a long chain polymer composed of nucleotides. Each 
nucleotide contains a nitrogenous base (adenine, guanine, thymine and cytosine), linked 
through a sugar (deoxyribose) to a phosphoryl group. The backbone of the molecule 
consists of alternating sugar-phosphate groups. 
LET and track structure play an important role in the production of DNA damage 
(Frankenburgschwager 1994; Hill 1999; McMillan 1993). The exposure of mammalian 
cells to 1 Gy of low-LET ionising radiation leads to the production of around 1000 
tracks with 2 x 105 ion pairs per cell nucleus, roughly 2000 of which may be produced 
directly in the DNA itself. The same dose of high-LET radiation produces only about 4 
tracks per cell nucleus, but the intense ionisation within each track leads to more severe
damage where the track intersects the DNA. In addition to this direct effect, damage 
may result indirectly from free radicals produced in water close to DNA. Free radicals 
produced in a radius of 2 nm around a DNA molecule are believed to contribute to the 
radiation damage. 

DNA may be affected by one or more of the following types of damage (Alberts 
1994; Box 1995; Hildenbrand 1990): 
• strand breaks, single or multiple 
• modification of bases and sugars 
• cross-linking and dimerisation 
The amount of DNA damage that can be detected immediately after irradiation is 
substantial. Often quoted are the estimates for a clinical dose of 1 Gy of > 1000 base 
damages, ~ 1000 single-strand and ~ 40 double-strand breaks, together with cross-links
between DNA strands and with nuclear proteins (Ward 1990). During the first 
millisecond after radiation exposure, free radicals take part in a variety of competitive
reactions, some of which lead to the fixation of damage, others to the scavenging and 
inactivation of radicals. Besides these chemical repair processes, enzymatic repair and 
rejoining of DNA breaks, further reduce the damage during the subsequent few hours. 
Irradiation at clinically used doses induces a vast amount of DNA damage, most of 
which is successfully repaired by the cell. The frequency of lethal lesions is typically 1 
per Gy (Steel 1996). It is clear that cells generally have a remarkably high ability to 
repair radiation-induced DNA damage. 
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On the basis of a variety of experimental investigations it is generally believed that 
multiple-strand breaks are the critical lesions for radiation cell killing (McMillan 1990; 
Obe 1992; Ward 1990). There are two possible mechanisms for the formation of 
double-strand breaks. After the formation of a single-strand break, a deoxyribose 
radical is still present. Eventually it may be transferred to the complimentary DNA 
strand, generating another strand-breakage, close to the first. Secondly, as we have 
already mentioned, the ionising events are not homogeneously distributed. Clusters of 
ionisation and free radicals occur within a diameter of a few nanometer along the tracks 
of high-LET radiation and at the very end of the range of low-LET particles. 

Figure 2. Reaction pathways for the formation of altered sugars in DNA leading to strand 
breakage.

Such an event may produce a particularly severe lesion, which might consist of one or 
more double-strand breaks, together with a number of single-strand breaks, base 
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damage,... Such a Local multiply damaged site (Steel 1996) may be too complex to 
allow enzymatic repair. DNA damage is often investigated in theoretical (Michalik 
1995) and experimental (Spotheim-Maurizot 1995) model systems, e.g. dried or frozen 
DNA to study the direct effect or in dilute aqueous systems to study the indirect effect. 
Under aerobic conditions, the main source of DNA damage are OH° radicals from
water radiolysis (indirect effect) (Mee 1987; von Sonntag 1994) and one-electron
oxidation (direct effect) (von Sonntag 1987). In Figure 2, reaction pathways for the 
formation of altered sugars in DNA leading to chain breakage are given as an example
(Mee 1987). Radical 1 is formed due to hydrogen abstraction with a OH° radical. The 
C4’ position of the sugar is considered as the main site of sugar attack by OH" radicals
(Spotheim-Maurizot 1995). Abstraction at the C4’ position is preferred over other
positions due to sterical hindrance (Obe 1992). The radical 1 removes first the 
phosphate ester anion thus breaking the chain. Further interaction with OH° radicals 
produces either radicals 3 or 6. For radical 3 the second phosphate group can be 
eliminated. Radical 4 is terminated in disproportionation reactions with other radicals, 
followed by ring opening and the elimination of the unaltered base-forming sugar. For 
radical 6 the second phosphate group cannot be removed, but in an analogous series of 
reactions, the ring opens and an unaltered base is released. The base radicals may also 
lead to strand breaks by radical transfer to the sugar moieties (Becker 1993). 

Fast neutron and photon-irradiation of double- and single-stranded synthetic 
oligonucleotides have shown that radiation-induced damages occur at all nucleotide 
sites (Isabelle 1995). In all structures, the probabilities of inducing a modification are 
almost identical for adenine, thymine and cytosine, but this probability is higher for 
guanine, in accordance with the known higher reactivity of guanine base towards the 
OH" radicals. An almost complete description of the radical reactions mediated by OH"
radicals and also of direct one-electron oxidation has been developed recently for the 
guanine compounds, guanine having the lowest ionisation potential (Cadet 1999). The 
radiosensitivity of each nucleotide is the same in the single- and double-stranded DNA. 
The similarity of radiosensitivity of the single and of the double stranded DNA strongly 
suggests that the stacking and the helical conformation, governing the accessibility of 
the sites to radical attack, are the determinant factors and not the interstrand H bonding 
(Spotheim-Morizot 1995). The radiosensitivity of DNA is also modulated by its 
interactions with proteins, the presence of bound proteins protecting the DNA in 
regions of contact (Isabelle 1993). 

5.1.2. Radiation damage to proteins 

Proteins generally have very high rate constants for reaction with the reactive species of 
water. The possible sites of interaction with proteins can be predicted from pulse 
radiolysis experiments (see next chapter) on amino acids and peptides, but the intrinsic 
reactivity of these sites are influenced by the structure of the proteins, governing the 
accessibility of the sites to radical attack (Houée-Levin 1994; Sharpatyi 1995). 

Based on known protein structural factors and kinetic constants of radical 
attachments it can be estimated that most hydrated electrons should react with the 
surface peptide carbonyl groups, and to a lesser extent with disulfide bridges and 
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imidazole rings (Mee 1987). The reactions of OH° radicals with proteins are 
preferentially addition to aromatic rings, abstraction of hydrogen from the peptide 
backbone and abstraction of hydrogen from the side chains. In most cases the reactions 
of the H° radical are similar with reactions of either e-

aq or the OH° radical. Pulse 
radiolysis experiments have established that the primary addition of reactive 
intermediates to sites are followed by an intramolecular chain of events, such as internal 
electron migration into a potential sink, either histidine or a disulfide bridge. Depending 
on the irradiation conditions also cross-linking and scission of the peptide backbone 
occur. The effects of the highly reactive intermediates result in irreversible chemical 
changes.

It is well known that the radiation resistance of enzymes is relatively high (Diehl 
1981). Compared to DNA and RNA, their radiation resistance is at least an order of 
magnitude higher. The radiation sensitivity of different enzymes irradiated in dilute 
aqueous solutions varies by a factor of up to 200. If an active centre of an enzyme 
contains amino acids which are particularly sensitive to radiation, for example sulphur-
containing amino acids, this enzyme is effectively inactivated. As an example the 
radiation sensitivity of papain, containing one SH-group which is essential for enzyme 
activity, is about 20 times higher than of glyceraldehyde-3-phosphate dehydrogenase, 
where 3 to 4 SH-groups have to be destroyed before activity is lost. 

5. 1. 3. Radiation damage to lipids and polysaccharides 

Interest in the irradiation of fats is related mainly to food irradiation. Up to even rather 
high doses the changes in common fat quality indices are slight (Mee 1989). Of 
primary importance is the fatty-acid composition of the irradiated fat, especially the 
degree of unsaturation (i.e. the presence of one or more double bonds). Polyunsaturated 
fatty acids, containing three or more double bonds are very sensitive and are readily 
destroyed by radiation. The initial radiation event is the formation of fatty-acid Eree
radicals, either directly or, if water is present, by abstraction of a hydrogen atom from 
the fatty-acid chain by OH° radicals. Peroxy radicals are formed by reaction with 
oxygen. By abstraction of a hydrogen atom from another fatty-acid molecule, peroxy 
radicals are converted to hydroperoxides, thus promoting a chain reaction (10): 

R° + 02 → RO2° (10.1)

(10.2)RO2° + RH → ROOH + R°

Lipid hydroperoxides are very unstable and spontaneously decompose to form a 
mixture of mono- and dialdehydes and ketones of various chain lengths. Consequently 
irradiated foods containing unsaturated fats will have an increased content of these 
radiation products and a decreased concentration of (poly)unsaturated fatty acids. 

In polysaccharides, glycosidic linkages join the basic monomer units. The 
polysaccharide cellulose is the most abundant organic compound in vegetation. There is 
a considerable interest in radiolysis of cellulose from the viewpoints of food 
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sterilisation, textile improvement and viscose industry. The predominant effect of 
irradiation of cellulose is degradation, due to the splitting of the glycosidic bond. The 
reactions are similar to the reactions on the deoxysugars of DNA as described above. 

5.2 RADIATION SENSITISERS AND PROTECTORS 

The effects of radiation may be modified appreciably by the presence of oxygen or 
other compounds with sensitising or protecting properties (Schulte-Frohlinde 1995; 
Tomita 1997). Oxygen is in biological systems usually present in high concentrations. 
The presence of oxygen has an important influence on the radical induced reactions 
because molecular oxygen has a high affinity for free radicals. The Hº radical is easily 
transformed (1 1) into long-living reactive oxygen containing radicals HO2º and O2

–O
 

and molecules H2O2.

Hº + O2 → HO2º (11.1)

(11.2)Hº + HO2º → H202

e-
aq + O2 → O2

–O + nH2O (11.3)

With organic compounds, organic peroxide will be formed, leading to a chain reaction 
(12):

Rº+ 02 → RO2 -O 

RO2
–O + RH → RO2H + Rº

(12.1)

(12.2)

Oxygen gives rise to further reactive products and fixes the radiation damage. It plays a 
central sensitising role in radiation effects. These reactions explain for example the 
reduced radiosensitivity of hypoxic cells. In this way the biological effects of radiation 
therapy are enhanced appreciable in the presence of oxygen (Oxygen Enhancement 
Factors 2 to 3). 

Many chemical agents have been found to alter radiation sensitivity. In general, 
oxidising agents are radiation sensitisers, whereas reducing agents are usually radiation 
protectors. The use of antioxidants, like vitamin C, vitamin E and beta-carotene, as 
radiation protecting agents is actually under investigation (Platzer 1998). 

Compounds containing sulphydryl (-SH groups) have a particular affinity for free 
radicals. Their presence within the cell may decrease radiation effects. Thiols like 
cysteine or gluthatione, which are readily attacked by radicals, can often protect other 
solutes against radiation damage by scavenging radicals that would otherwise react with 
the solute. Cysteine and other molecules that contain weakly bound hydrogen atoms 
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can also act as repair agents by replacing a hydrogen atom lost as the result of radical 
attack (13). Two cysteine radicals dimerise to cystine (14). 

R° + CySH → RH + CyS° (13)

2CyS° → cyS—Scy (14)

These two sulfhydryl compounds are notable radioprotectors. There is a considerable 
interest in manipulating the levels of cellular thiols either to protect normal tissue or to 
increase radiosensitivity of tumour cells (McMillan, 1993). The most successful 
research into radiation sensitizers is on nitroimidazoles and other sensitizers of hypoxic 
cells (Adams 1991). This class of sensitisers mimic oxygen and their consumption rate 
in tissue is low, so that they are able to diffuse into hypoxic tumour cells (Overgaard 
1993). A clinical meta-analysis demonstrates clearly that an overall clinical gain can be 
obtained (Overgaard 1994). 

6. The biological stage 

The chemical changes brought about immediately after the radiation impact can initiate 
modifications of the biochemical functions in living species that emerge only after 
longer periods of time (Steel 1993). Since irradiation at normal levels of exposures 
changes only a very small portion of the molecules, biological effects have to be 
attributed to damage of critical molecules, such as enzymes and genetic material. 
Radical reactions with biological molecules are completed within roughly 1 ms. The 
biological phase includes all subsequent processes (Hall E. 1994, Oleinick 1990). 
Biochemical changes occur after seconds, while some cells functions are affected 
within minutes. After chemical repair reactions during the chemical stage, enzymatic 
reactions act on the residual chemical damage during subsequent hours (Biaglow 1987). 
The vast majority of the DNA lesions are successfully repaired. Some lesions fail to 
repair leading to cell death after a number of mitotic divisions. Current evidence 
suggests that double-strand breaks are the most closely linked to cell death (Cassoni 
1992; Dealmodovar 1994; McMillan 1990; Nunez 1996; Obe 1992). Some damage 
induced by radiation may be insufficient to stop cell division but enough to lead to 
mutations with a loss of ability to provide normal progeny. Mutations arise by non-
lethal alteration of the base sequence in DNA. A secondary effect of cell killing is 
compensatory cell proliferation. Depending on the delivered radiation dose clinical 
damage will become apparent in days (skin, gastrointestinal and nervous system), 
weeks (lung fibrosis, spinal cord and blood vessel damage) or years (cataracts and 
cancer). Genetic effects are seen in the next or subsequent generations. Radiation-
induced genetic changes can result from gene mutations and from chromosome 
alterations. Some mutations involve a deletion of a portion of a chromosome. Broken 
chromosomes can rejoin in various ways, introducing errors into the normal 
arrangement. The death of most cells is associated with certain types of chromosomal 
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aberrations, in particular those aberrations that lead to the creation of chromosome 
fragments without a centromere and to the loss of a substantial piece of the genome at a 
subsequent mitosis (Bedford 199 1). The higher organisms, with more complex 
biochemical relationships, are more at risk from radiation damage than simples ones 
(Britt 1996). 

6.1. DOSE-SURVIVAL CURVES 

The effect of radiation on a biological function of a living species (cell, microorganism, 
plant, animal, human.. .) is usually studied by determining the survival of the function 
with increase in radiation dose. Already since many years, there is a vast amount of 
literature on dose-survival curves for numerous cell types and microorganisms (Fertil 
1981, Pollard 1983, Deacon 1984). Survival curves of single cells allow to quantify the 
biological effects of radiation on a cellular basis. They also provide a better 
understanding of the influence of various physical, chemical and biological 
modifications on cell survival. The radiation response curves are conveniently 
represented by plotting the natural logarithm of the surviving fraction (e.g. enzyme 
molecules, viruses, bacterial colonies, tumour cells, plants.. .) as a function of the dose 
they receive (Niemann 1982). Radiation response curves of cells can have different 
shapes, as shown in Figure 3. A number of different mathematical models adequately 
simulate the shape of survival curves for biological systems (Joiner 1993). 
A linear semilog survival (curve A) implies exponential survival. Exponential 
behaviour can be accounted for by a single-target single-hit model (if a species is hit, it 
will not survive). These simple straight survival curves, usually found for the 
inactivation of viruses and bacteria, are also useful in describing the radiation response 
of very sensitive human cells, the response to very low dose rates and to high LET 
radiations (Joiner 1993). 

Figure 3. Dose-survival curves: (A) single-target single-hit model, (B) multi-target or 
multi-hit models and (C) lesion-interaction or repair-saturation models. 
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The radiation dose response curves for many biological systems are not straight lines, 
but instead have a 'shoulder' (curve B). This shoulder implies that for low doses the 
radiation effects are reduced. This can be explained by multi-target or multi-hit models 
(Katz 1994), describing different situations: (1) the systems may require hits in more 
than one sensitive volume before lethality (for example mammalian cells at high 
doses); (2) the systems may require more than one hit in the same area (e.g. bacterial 
colonies).

The main shortcoming of these models is the flat response for very low doses of low 
LET radiations. Much experimental cell survival curves show evidence for a finite 
initial slope (curve C) (Biaglow 1987). Two different types of model describe 
accurately the linear quadratic curves: lesion-interaction models (Curtis 1986) and 
repair-saturation models (Alper 1980). Lesion-interaction models postulate two classes 
of lesions. One class is directly lethal, while the other is only potentially lethal and may 
be repaired enzymatically or may interact with other potentially lethal lesions to form 
lethal lesions. Repair-saturation models propose a dose-dependent repair rate. 
Potentially lethal lesions are either repaired or fixed. Higher doses produce too much 
damage for the repair system to handle and it saturates. Therefore, proportionally less 
damage can be repaired before fixation. So far it has not been possible to determine 
which model has to be preferred (Steel 1999). 

6.2. REPAIR MECHANISMS 

As already mentioned, the majority of the damage induced in cells by radiation is 
satisfactorily repaired (Lehmann 1992). Evidence for this comes from studies of strand 
breaks in DNA, most of which disappear in a few hours (Olive 1999). Because all 
organisms are exposed since the beginning of life on earth to natural radioactivity and 
to cosmic radiation, enzymatic mechanisms for repairing damage to the genetic 
material have been developed during evolution. These processes may lead either to 
successful repair or to fixation of damage, so-called "misrepair" (Dahm-Daphi 1998; 
Sachs 1997). The nature of the repair processes depends to a large degree on the type of 
lesion. A simple excision-repair process can remove a change in one of the DNA 
bases. This involves nicking of the DNA on either side of the lesion, removal of a few 
bases around the point of damage, synthesis of new DNA and ligation to the original 
strand. Where both strands of the DNA are involved, there may be loss of information. 
A strand of DNA with a homologous sequence can be used as template in what is 
known a recombination repair (McMillan 1993). When recombinational processes have 
taken place some cells will have lost very large sections of the genome (Steel 1999) and 
if these encompass essential genes the cell is doomed. 

6.3. RADIOSENSITIVITY AND THE CELL CYCLE 

During the cell cycle radiation sensitivity changes. Mitosis and the G2 phase were 
confirmed as the most sensitive, the S phase as most resistant. Because cells exhibit 
different degrees of radiosensitivity in different phases of the cell cycle, an 
asynchronous cell population will become partially synchronised by irradiation. The 
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surviving cells will be those in the more resistant phases. As the cell population 
continues to grow the surviving cells become redistributed over the complete cycle, 
including the more sensitive phases. If now a given radiation dose is administered in 
many fractions instead of a single irradiation, this redistribution process will lead to an 
increased cell killing, because cells not killed by the first dose move from a less 
sensitive state to a more sensitive state in later cell cycles. Therefore dose fractionation 
is extremely important in radiotherapy (Thames 1987). It also allows cell recovery by 
repair of sub-lethal damage. It has the additional advantage that it allows sensitisation 
of radiation-resistant hypoxic tumour cell by reoxygenation of these cells if the tumour 
is shrinking between different fractions. The response of the normal oxygenated cells is 
unchanged by this procedure. 

During the last decade there has been extensive research on the regulation of the 
cell cycle in relation to cancer therapy (Murray 1992; Weichselbaum 1991). A number 
of discrete checkpoints in the cell cycle have been detected and the biochemical 
processes that control them are now well understood (Dasicka 1999; Meek 1999; 
Rowley 1999). In mammalian cells the p53 stress response gene plays a crucial role in 
regulating cell growth following exposure to various stress stimuli, in particular 
radiation, thereby maintaining genetic stability in the organism. The p53 protein either
inhibits the progress of cells through the checkpoints, inducing growth arrest which 
prevents the replication of damaged DNA (Gallagher 1999; Shackelford 1999) or it 
leads to programmed cell death (apoptosis, distinct from mitotic death), which is 
important for eliminating defective cells (Brown 1999; Lee 1995; Sionov 1999). p53
inactivation allows damaged cells to cycle through a growth arrest. As p53 is the most
commonly mutated gene in human cancer there are some speculations that p53, when
mutated, may constitute one step to malignancy (Hall P. 1994; Lane 1992; Lee 1994). It 
has attracted a great deal of interest as prognostic factor, diagnostic tool and therapeutic 
target (Steele 1998). 

6.4. MOLECULAR GENETICS OF RADIOSENSITIVITY 

Genetics of radiosensitivity is currently developing rapidly following two important 
developments. First, it was realised that a number of inherited human syndromes, 
especially Ataxia Telangiectasia (AT) have an associated increased radiosensitivity. 
Cells from these patients were intensively investigated and the critical AT gene has
been identified and sequenced (Savitsky 1995). Secondly, there was the production of 
radiosensitive mutants of in vitro rodent cell lines, especially xrs mutants from Chinese
hamster ovary cells. One of the genes that have been mutated was identified, XRCC5
(Rathmell 1994). The human DNA sequence that complements this defect has been 
found and was the first human ionising-radiation-sensitivity gene to be identified, 
XRCCI (Thompson 1990). This search has gone in the context of the rapid 
identification of genes that control DNA repair. The unravelling of its molecular 
genetics is going on in bacterial, yeast and mammalian cell systems, facilitated by the 
remarkable homology among genes in these widely different species (Steel 1999,
Cartwright 1993). Other studies have linked oncogenes with the development of 
radioresistance. Transformation of primary rat embryo cells with a combination of c-
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ras and v-myc has been found to lead to radioresistance (McKenna 1992). Techniques
of molecular genetics are beginning to elucidate the processes of cell killing and 
mutation.

7. Conclusion 

This review has sought to give a general survey of the current knowledge of radiation-
induced bioradicals and to indicate a number of research lines which have been 
developed during the last decade. The study of bioradicals is situated at the crossroads 
of different research disciplines. Extensive research in the fields of radiation physics 
chemistry and in radiobiology has delivered a good, albeit still incomplete description 
of the underlying phenomena during the various physical, chemical and biological 
stages of the reaction chain. These studies have revealed many effects on the radical 
yields of different intervening factors including irradiation (type and energy) and 
environmental conditions (presence of oxygen, temperature, phase, pressure, pH and 
solute concentration). The close relation between the initial energy deposition, radical 
yields and the ultimate biological outcome has been elucidated substantially. Of 
particular interest is the relationship between radiation dose and track structure, induced 
DNA damage and cell killing. In the last years considerable progress has been made in 
identifying genes that control the repair of radiation damage. Recent papers describe the 
mechanisms cells employ to insure DNA stability following irradiation. Several newly 
defined tumour suppressor genes are involved in radiation-induced DNA repair and in 
checkpoint activation. There is increasing evidence that the mutational status of the p53 
controlling gene is an important determinant of the clinical outcome of cancer. 
The powerful theoretical and experimental techniques, developed or perfected during 
the 90's and described in the next chapter, offer the best means to carry out studies on 
bioradicals and their influence on radiation-induced damage. It is not surprising that the 
majority of the information available in this area has been obtained with the help of 
these novel research methods. This leads to various attractive perspectives concerning 
the future development of this research area and its potential applications in many 
domains of human activity. 
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Abstract

This chapter represents the second part of a review in which the production and 
application of radiation-induced radicals in biological matter are discussed. In part one 
the general aspects of the four stages (physical, physicochemical, chemical and 
biological) of interaction of radiation with matter in general and biological matter in 
particular, were discussed. Here an overview is presented of modem technologies and 
theoretical methods available for studying these radiation effects. The relevance is 
highlighted of electron paramagnetic resonance spectroscopy and quantum chemical 
calculations with respect to obtaining structural information on bioradicals, and a 
survey is given of the research studies in this field. We also discuss some basic aspects 
of modem accelerator technologies which can be used for creating radicals and we 
conclude with an overview of applications of radiation processing in biology and 
related fields such as biomedical and environmental engineering, food technology, 
medicine and pharmacy. 

1. Introduction 

In the previous chapter the basic aspects of ionising radiation and its interaction with 
(biological) matter have been explored. It has been shown that a complete description 
of all effects is indeed very complex and covers a range of physical, chemical and 
biological events. Therefore it should come as no surprise that a broad range of 
experimental techniques and theoretical methods have been developed of which the 
majority constitute individual research fields in their own right. Each of them allows us 
to explore certain aspects of radiation effects on biological matter. Often however, a 
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thorough understanding is only brought about as the result of the combined use of 
several techniques which thus requires an interdisciplinary approach. 
The current chapter represents the second half of our overview. It consists of three 
major parts. First of all a survey is given of the experimental techniques and theoretical 
methods currently available for studying the effects of radiation on biological systems 
from the physical to the biological stage. In a second part we will elaborate on some 
important techniques (electron paramagnetic resonance spectroscopy and quantum 
chemical calculations) with which direct information concerning identity and structure 
can be obtained of the radicals involved in processes in the chemical stage. Also an 
overview will be given of the fundamental research in this field. This approach is partly 
inspired by our own research efforts in which the determination of radical identity and 
structure is often either a goal in itself or a necessary hurdle that has to be taken in the 
development of new applications. The final part will be devoted to technological 
aspects of the irradiation process. In specific, the basic principles of accelerator 
technologies will be elucidated and an overview will be given of the application-
oriented irradiation research in biology and related fields such as biomedical and 
environmental engineering, food technology, medicine and pharmacy. Radiation 
research in the field of radiotherapy will not be treated as this is beyond the scope of 
the present review. 

The target audience of this contribution being bio(techno)logical scientists, an 
attempt was made to describe technologies and methods from a qualitative point of 
view, focusing on conveying the overall ideas and limitations, and the biologic 
relevance of the data and information that can be obtained from them. For further 
exploration and a deeper understanding the reader will be referred to literature citations 
and reference works. 

2. Experimental and theoretical methods for studying the effects of radiation 

Figure 1 gives an overview of the broad spectrum of experimental and theoretical tools 
for studying physical, physico-chemical, chemical or biological aspects of the effects of 
radiation exposure on biological systems. Obviously, the delineation of the scope and 
the field of activity of each method is somehow subjective. The classification as shown 
in Fig. 1 is therefore to be interpreted as indicative rather then exactly corresponding to 
the boundaries of the four stages of interaction which eventually exist only by virtue of 
human intellect. In this section we will briefly discuss the experimental techniques and 
theoretical methods, available for the combined physical and physico-chemical stages, 
and the biological stage. The techniques for studying radicals in the chemical stage will 
be discussed in more detail in paragraph 3. 

As has been extensively discussed in the first part of this overview the physical and 
physico-chemical stages on the time-scales of radiation effects are characterised by a 
distribution of the radiation energy among the irradiated specimen. Along the path of 
the primary ionising species, radicals and electrons are formed in tracks. In most 
environments these intermediates are highly reactive and, hence, can exist only for very 
short periods. In this case, these transient species diffuse into the medium and give rise 
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to a set of chemical reactions. Although some information concerning the reaction 
intermediates can be inferred from the results of steady-state experiments, detailed 
characterisation and identification of these unstable species requires the ability to 
monitor kinetic behaviour, often of very low concentrations, over very short time 
intervals. The bulk of our understanding of radiation chemistry has resulted from the
use of pulse radiolysis techniques. In principle this technique consists of delivering a 
very short pulse (nano- or picosecond time range) of ionising radiation to a chemical 

Figure 1. Experimental and theoretical techniques for studying the effects of radiation on 
biological matter 

system so that a nonequilibrium system is produced containing significant 
concentrations of transient species. These can subsequently be monitored in time using 
an optical or electrochemical method such as absorption spectroscopy or conductivity 
measurements, respectively (Patterson 1987; Von Sonntag 1995). For the production of
the ultrashort pulses electron accelerators are most often used. Some fundamental 
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principles underlying accelerator technology are discussed in detail in paragraph 4. 
Wardman (1991, 1994) has reviewed the value and applications of pulse radiolysis 
measurements in free radical biology with respect to investigation of radical kinetic 
properties.

From a theoretical point of view, the Monte Carlo method is generally considered 
the most accurate method for calculating dose distributions. It is a statistical simulation 
method which allows one to calculate the tracks of individual particles by sampling 
appropriate quantities from the probability distributions governing the individual 
physical processes using machine generated (pseudo-)random numbers. Average values 
of macroscopic properties such as particle fluence, energy spectrum and absorbed dose 
can then be obtained by simulating a large number of particle histories. 
Microdosimetric Monte Carlo calculations allow for the modelling of the impact of 
radiation on an atomic level. In this way direct and indirect damage to DNA might be 
investigated by modelling the radiation formation of single and double strand breaks 
(Briden 1999, Hill 1999; Moiseenko 1998a-b). However, also macroscopic properties 
of chemical reactions such as rate constants, radiolysis end products and product yields 
are amenable to Monte Carlo simulations (Bolch 1998, Hamm 1998). 

The methods described above may be used in a wide variety of systems but none of 
them yield substantial data that may be directly interpreted to give information on the 
structure of the transient species. By contrast, the techniques available for studying 
radicals in the chemical phase allow for the description of the chemical structure and 
the characterisation of radical processes. As already mentioned, these will be discussed 
in more detail in paragraph 3. 

In the biological stage the consequences of irradiation are expressed in terms of 
altered biochemical functions in the living species which can emerge after periods of 
seconds (e.g. inactivation of enzymes) to years (e.g. development of cancers). 
Evidently, techniques developed for research in this stage probe for the detection of the 
radiation effects and the induced biochemical modifications. On the experimental side, 
high performance liquid chromatography (HPLC) and gas chromatography (GC) can be 
applied in combination with sensitive detection techniques such as electrochemistry 
(EC) or mass spectrometry (MS) to monitor the formation of oxidative base damage 
within cellular DNA (Cadet 1998, 1999). Alternatively, the single cell gel 
electrophoresis (comet) assay can be used (Fairbairn 1995; Koppen 1999). The alkaline 
type version of this assay can be applied to isolated cells and allows the measurement 
of DNA strand breaks and alkali-labile lesions. The comet assay offers high sensitivity 
at the cost of reduced specificity. The latter can be increased by using the assay in 
combination with either DNA-glycosylases (in order to convert base lesions in 
additional DNA strand breaks) (Pouget 1999a, b) or immunofluorescence detection 
(Sauvaigo 1998). Because of the importance of strand breaks as critical lesions 
produced by ionising radiation, a lot of effort has gone into developing methods 
(currently routine methods in molecular biology and biotechnology) with which strand 
breaks can be measured. Of these we mention the sucrose gradient sedimentation, the 
non-denaturing filter elution and the nucleoid sedimentation technique (Prise 1998). Of 
special importance has been the development of pulsed field gel electrophoresis (Iliakis 
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1991; Shao 1999) and derived variants which have revolutionised the separation of 
large molecules. 
A very rapidly emerging field with huge potential for biotechnology and medicine is 
functional genomics (Claverie 1999; Dyer 1999; Langer-Safer 1997). With this term a 
platform of technologies are described, comprising among others differential display, 
proteomics and bioinformatics, which aim to establish a functional relationship 
between a particular genotype and a given disease state. Advances in microarrays and 
gene chips form the core of differential display technology which enables researchers 
to understand differences in gene expression in normal and diseased cells and tissues. 
This approach is very useful in identifying gene patterns which are up- or down-
regulated in a given disease state, in a specific environment or in response to external 
stimuli. Proteomics is a complementary approach which aims to produce high-
resolution protein maps for a given organism. It enables the analysis of changes in 
protein abundance and post-translation modification in both in the normal and
pathologic state. Finally, molecular bioinformatics comprises the development and 
application of computational algorithms for the purpose of analysis, interpretation and 
prediction of the vast amount of molecular biologic data currently generated with 
modem biotechnology techniques.such as the ones mentioned above. Main applications 
of these sophisticated informatics tools are primarily DNA sequence analysis, protein 
structure prediction and structure-function relationships in DNA and proteins. While 
the overall majority of efforts in genomics have concentrated on uncovering genetic 
and biochemical pathways and mechanisms for the development of new drugs and 
therapies, the same ensemble of techniques holds the potential for studying the effects 
of ionising radiation on living organisms. As an example one might investigate, using 
micro-array technology, the up- or down-regulation of genes coding, for instance, for 
repair enzymes in normal or tumour cells exposed to irradiation. Research in this area is 
however still in its infancy and major developments remain to be expected. 

3. Studying radiation-induced radicals 

3.1. EXPERIMENTAL AND THEORETICAL METHODS FOR DETECTING AND 
STUDYING RADICALS 

Now we will focus on the most important experimental technique and theoretical 
method (electron paramagnetic resonance spectroscopy and quantum chemistry, 
respectively) currently available for gathering information on radiation-induced
bioradicals in the chemical stage. The most prominent questions in this respect are 
often related to chemical reactivity and thus concern the identity of the radicals 
involved as well as their geometry and electronic structure. The basic aspects of the 
technique in question will be discussed together with the physical and chemical 
information that can be obtained from it. In this respect; attention will also be paid to 
the interaction between experiment and theory. 
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3.1. I. Electron Paramagnetic Resonance 

The unique feature of electron paramagnetic resonance (EPR) or electron spin 
resonance (ESR) is that it is a spectroscopic technique that is applicable to 
paramagnetic systems. These are species containing one or more unpaired electrons 
resulting in a net electron spin angular momentum. It is an example of a magnetic-
dipole spectroscopic technique in which magnetic fields are used to induce transitions 
between various energy levels in the atomic or molecular species by interaction with 
the electronic dipole moment. 

An electron possesses a spin magnetic moment, and in the presence of an applied 
magnetic field its two permitted spin states a and b have different energies as can be 

Figure 2a. Energy-level Figure 2b. EPR spectrum of L-
diagram and resonant alanine X-irradiated at room 
absorption for a temperature (dotted line) or at high 
particle of spin 1/2 in a temperature (solid line)
magnetic field. (Vanhaelewyn 1999)

seen from Fig. 2a. The transition from the lower to the higher energy state is made most
efficiently when the energy-level separation equals hv, where h is Planck’s constant
and v is the frequency of a microwave electromagnetic field. Then the sample and the
electromagnetic field are in resonance. Thus an EPR spectrometer will basically consist
of a source of microwaves (most frequently a klystron), a magnet capable of providing
a tuneable but stable and homogeneous magnetic field and a device to detect the
absorption.

In practice the absorption is monitored upon performing a scan of the static field B
while the frequency v of the microwave radiation at which the spectrometer is operated,
is fixed. EPR spectra are the first-derivative of the energy absorption with respect to the
magnetic field B (Fig. 2a).
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EPR spectra may convey a remarkable wealth of significant information both 
concerning the identity and the electronic structure of the contributing radicals. This 
can readily be understood upon inspection of the spin hamiltonian

Hspin=g. b e . S . B – gN . b N. I. B + S . A. I

which is the quantum mechanical operator describing the spin-related energy changes 
in radical species. The first two contributions are the electronic and the nuclear Zeeman 
terms, respectively, caused by the interaction of the magnetic field B and the magnetic
moments of the electrons (S) or nuclei (I) in the system. g and g

N
are the electron and

nuclear magnetogyric ratios, and be, b N the Bohr and nuclear magnetons. The
remaining term is the hyperfine interaction term. It arises from the interaction of the
unpaired electron(s) with nearby nuclei in the molecule with a net spin magnetic 
moment (e.g. 1H, 13C and 14N).

The principal, chemically relevant information that can be obtained from an EPR 
spectrum is contained by the g-factor and the hyperfine tensor A. From these quantities 
valuable information can be gained about the structure and orientation of free radicals 
in single crystals as well as the distribution of the unpaired electron over the magnetic 
nuclei in the radical species. However, the unequivocal determination of these 
parameters can be seriously hampered due to the potential complex character of real-
life spectra such as the ones illustrated in Fig. 2b. In principle, quantum chemical 
calculations allow for the theoretical determination of the main EPR spectroscopic 
parameters. Accurate calculations of this type are however computationally demanding. 
Therefore they are starting to be performed on a routine basis only since the last few 
years, facilitated by the ever-increasing available computer power. In this respect, the 
calculation of the matrix elements of the hyperfine tensor A (the so-called hyperfine 
coupling constants) in radical species of biological interest is developing into a 
powerful tool to the experimental scientist for the elucidation and interpretation of EPR 
spectra. This is illustrated, for instance, in the case of the intensively investigated 
radicals of the X-irradiated amino acid alanine (Lahorte 1999a). A treatment of the 
basic concepts of quantum chemical methods will be the topic of the next paragraph. 

The atoms and molecules amenable to study by EPR can either exist in a 
paramagnetic ground state or be (temporarily) excited into a paramagnetic state (e.g. by 
irradiation). Typical systems that can been studied include free radicals in the solid, 
liquid or gaseous phase, transitions ions, point defects in solids, systems with more than 
one unpaired electron (triplet-state systems or biradicals) and systems with conducting 
electrons. In biological systems paramagnetic species are mostly found as transition 
metal complexes (e.g. Cu in copper proteins and Fe in haem proteins), as intermediary 
products in electron transfer processes or as radiation degradation products of 
biomolecules. In the present review, we will concentrate on the latter category. For a 
compilation of the literature in the former fields, the reader is referred to separate 
overviews (Atherton 1996). 

If in the same system two or more nuclei of the same spin are present, ambiguity 
can arise in the assignment of hyperfine couplings. Furthermore, if the spacing within a 
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set of hyperfine lines do not exceed their individual widths, only a broadening might be 
noted and the splitting will not be detected. These shortcomings of EPR are in many 
cases resolved by an important elaboration of EPR in the form of electron-nuclear
double-resonance (ENDOR) experiments. The major advantage of this technique is the 
simplification of spectra, which facilitates the measurement and interpretation of 
spectral parameters for all unpaired-electron systems in which nuclear spins are present, 

Excellent reference works are available covering both ENDOR theory and 
applications as well as the underlying mathematical and physical concepts and 
technological aspects of EPR (Atherton 1993; Gordy 1980; Weil 1994). The reader is 
also referred to the literature for an introduction to some of the many new EPR 
developments in progress such as time-resolved spectroscopy (which involves the 
acquisition of EPR-data for short-lived species), EPR-imaging, in vivo spin-trapping
and applications in food and medical sciences (Eaton 1996; Goldfarb 1996; Mader 
1998; Stehlik 1997; Turro 1999). 

3.1.2. Quantum chemistry 

The term quantum chemistry denotes the application of the principles of quantum 
mechanics to topics of chemical interest. It includes the calculation of molecular 
structures and properties, the analysis of spectroscopic data and the description of 
chemical reactions in terms of individual molecular events. 
At the heart of the field lies the solution of the of the nonrelativistic, time-independent
electronic Schrödinger equation 

HY= EY

Here H is the notation for the hamiltonian operator corresponding to the total energy of 
the system which operates on the wave function Y, with E being the total energy of the 
system.

There are two main approaches to the solution of this equation. In ab initio 
calculations, a model is chosen for the electronic wave function and the equation is 
solved using as input only the values of the fundamental constants (in specific, Planck’s 
constant and the electronic mass and charge) and the atomic numbers of the atoms 
present. The accuracy of this approach is mainly determined by the model chosen for 
the wave function. For large molecules however, accurate ab initio calculations impose 
a substantial computational burden and various semi-empirical methods have been 
developed that are computationally less expensive. In a semi-empirical method a 
simplified form for the hamiltonian is used in combination with adjustable parameters 
obtained from experimental data. 

The solution of the Schrödinger equation is a very challenging task. Normally a 
one-particle, or orbital, basis set of atom-centred Gaussian functions is used as a model 
for constructing the molecular wave function. In traditional approaches one starts with 
the Hartree-Fock approximation where the molecular orbitals are solved for in terms of 
the chosen orbital basis set assuming that the electrons move in the average field of all 
others. While this approximation allows a great many molecular properties to be 
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determined with a (near) experimental accuracy, erroneous results can be produced in 
those cases where the incorporation of electron correlation, the instantaneous 
interaction of the electrons, is quintessential. This is particularly true for the calculation 
of magnetic properties of radicals such as hyperfine coupling constants. The electron 
correlation can be accounted for by so-called post-Hartree-Fock approaches that are
however characterised by a dramatic increase of the computational work involved. 
Consequently, their use is limited to small molecular systems, even with the formidable 
computer power currently available. Therefore, resort has to be sought to other methods 
if one is interested in routinely calculating properties to a high degree of accuracy in 
systems that are of true interest to a biologist or chemist such as radicals derived from 
biomolecules.

Density functional calculations have proved valuable in this respect over the last 
few years. The basis for density functional theory (DFT) is the proof by Hohenberg and
Kohn (1964) that the ground state electronic energy of an atomic or molecular species 
is completely determined by the electron density r. This means that there exists a one-
to-one correspondence between the electron density of the system and the energy. The 
problem is that although it has been proven that each different density yields a different
ground-state energy, the functional2 connecting these two quantities is unknown. The 
goals of DFT methods is to design functionals that connect the electron density with the 
energy.

In analogy with the wave function approach, the energy functional can be divided
into three parts, kinetic energy, T[ρ ], attraction between the nuclei and electrons,
Ene[ρ], and electron-electron repulsion, Eee[r]. The Eee[ρ] term may be hrther divided
into a Coulomb and exchange part, J [r] and K[r], respectively. The exchange energy is
a correction that should be made to the Coulomb energy to take into account the effect 
of spin correlation .3 Thus the energy functional is written as 

E[r] = T[r] + Ene[r]+ J[r] +K[r]*

The key for the practical use of DFT methods in computational chemistry lies in the 
Kohn-Sham theory. Central in this theory is the calculation of the kinetic energy Ts[r]
assuming that the electrons are not interacting (in the same way as non-interacting
electrons are described in wave mechanics by the HF method). In reality, the electrons 
are interacting, so the Kohn-Sham kinetic energy does not provide the total kinetic 
energy. However, the difference between the exact kinetic energy and that calculated 

2 A functional is a prescription for producing a number from a function which in turn 
depends on variables. The electron density p is a function (of spatial and spin co-
ordinates) whereas an energy dependirig on the density is a functional, denoted with 
brackets, E[ρ].
3 Spin correlation refers to the quantum mechanical effect that gives electrons of 
opposite spin an increased probability of being found near to each other, whereas those 
of the same spin are preferentially kept apart. 
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assuming non-interacting electron orbitals is small. The remaining kinetic energy is 
absorbed into an exchange-correlation term, and thus the general DFT energy can be 
written as 

EDFT[ρ] = Ts[ ρ ]+ Ene[ρ] + J[ρ]+ Exc[ρ].

By equating EDFT to the expression for the exact total energy E, it can be seen the 
exchange-correlation energy is defined as 

Exc[ρ]= (T[ ρ ] - Ts[ ρ ]) + Eee[ ρ ] - J[ρ]).

From this expression it can readily be seen that the exchange-correlation functional 
accounts for the residual energy differences between the true energy and the one 
obtained when using an approximate model in which correlation between electron 
orbitals is neglected. Indeed, by construction both Ts[ρ ] and J[ρ ] are readily calculated.

The major problem in DFT however consists of deriving suitable formulas for the 
exchange-correlation term. Although it is possible to prove that the exchange-
correlation potential is a unique functional, valid for all systems, an explicit functional 
form for this potential has been elusive. The difference between DFT methods is the 
choice of the functional form of the exchange-correlation energy and the development 
of new and improved functionals represents an active field in DFT research. 

The power of DFT is that only the total density needs to be considered. Whereas in 
the wave function approach the complexity increases with the number of electrons, the 
electron density has the same number of variables independent of the system size. 
Several excellent reference works, treating quantum chemical techniques in general 
(Jenssen 1999, Levine 1991) as well as DFT theory (Baerends 1997; Kohn 1996; 
Seminario 1995) and applications toward radical magnetic properties (Barone 1995; 
Malkin 1995, Ventura 1997) are available. 

3 -2. FUNDAMENTAL STUDIES OF RADIATION EFFECTS ON BIOMOLECULES 

In Table 1 an overview is presented of the multitude of available studies of radiation-
induced radicals in biomolecules, partially or completely conducted with the use of the 
experimental or theoretical methods described in paragraph 3.1. 

Most of the studies on biological systems employing EPR spectroscopy have 
focused extensively and successfully on the detection and identification of low-
molecular-weight reactive radicals. To a lesser extent the technique has also been used 
to investigate high-molecular-weight species generated as a result of radical-induced
damage to biological macromolecules, such as DNA, RNA, proteins and carbohydrates 
(Davies 1993). 

Complementary to the available experimental techniques, theoretical quantum 
chemical calculations of hyperfine coupling constants (hfcc’s) have proven very 
valuable in the investigation of the identity and the electronic structure of the radicals 
involved. As mentioned before, DFT calculations of hyperfine couplings in biologically 
relevant radicals are steadily being recognised as a powerful method to the 
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experimental scientist for verifying and predicting experimental values thus 
contributing substantially to a better understanding of EPR spectra. 
One of the main goals in the study of radiation effects on DNA has been the 
understanding of the processes leading from the primary excitations and ionisations of 
the DNA constituents to the stable damage of biological relevance. Although 
substantial progress has been made (e.g. an almost complete description is now possible 
of the radiation-induced decomposition of the guanine moiety in DNA (Cadet 1999)), 
in general relatively little detailed knowledge exists regarding the exact reaction 
mechanisms and the identity of the radical species involved. This can at least partly be 
explained by the relative complexity of DNA and its molecular environment. 

The numerous EPR and ENDOR studies on DNA model systems indicate that in 
addition to the various bases, sugar radicals may be a site of significant radiation 
damage although their detection in full DNA is not straightforward. 
The available theoretical studies concern geometries, relative energies, spin density 
distributions and hyperfine coupling constants of base and sugar radicals generated in 
irradiated DNA. In most cases, the calculated hyperfine coupling constants directly 
support the assignment of experimentally observed couplings to the specific radicals. 

Many of the research efforts on amino acids (in particular alanine) and sugars are 
inspired by their potential dosimetric applications. L-a-alanine is currently used as a 
reference dosimeter suitable over a wide dose range (McLaughlin 1993) whereas the 
development of a dosimetric protocol for various sugars (e.g. glucose, fructose, 
sucrose) plays an important role in the detection of some irradiated foodstuff (Fattibene 
1996).

Table 1. Experimental and theoretical studies of radiation-induced radicals in 
biologically relevant molecules 

DNA
Experimental

Calculations Colson 1995b 

DNA bases 
Experimental

Becker 1993, 1994; Close 1993, 1997; Cullis 1990; Davies 1993; Lin 1998; 
Sanderud 1996; Spalletta 1993; Weiland 1996; Yan 1992; 

Ambroz 1998; Barnes 1991, 1994, 1995a-b; Becker 1996; Bernhard 1989, 
1994a-b; Close 1988, 1989, 1993, 1994, 1998; Cullis 1990, 1992a-b, 1995, 
1996; Davies 1995; Herak 1994, 1997, 1999; Hole 1989, 1991a-b, 1992a-c,
1995, 1998; Kabiljo 1990; Kim 1989; Malone 1995; Mroczka 1995, 1997; 
Nelson 1988, 1989, 1992a-b, 1998; Podmore I99 1 ; Sagstuen 1988, 1989a-b, 
1992a-b, 1996, 1998; Sankovic 1991, 1996; Sevilla 1989, 1991; Swarts 
1992, 1996; Wang 1994a-b, 1997. 

Colson 1992a-b, 1993a-b, 1995c, 1996; Sevilla 1995; Wetmore 1998 a-d. Calculations
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Table 1. Experimental and theoretical studies of radiation-induced radicals in 
biologically relevant molecules 

DNA sugars 
Experimental Box 1990; Close 1997. 

Theoretical

Amino acids 
Experimental

Calculations Ban 1999; Lahorte 1999a; 

Steroids
Experimental

Calculations

Sugars
Experimental

Colson 1995a; Luo 1999; Miaskiewicz 1994; Wetmore 1998e. 

Berthomieu 1996; Davies 1996; Hawkins 1998; Huang 1998; Lassmann
1999; Sagstuen 1997; Sanderud 1998. 

Krzyminiewski 1990, 1995; Szyczewski 1994, 1996, 1998. 

Kubli-Garfias 1998a-e, 1999; Lahorte 1999b. 

Raffi 1993; Sagstuen 1986; Triolet 1990, 1991, 1992a-b.

4. Applications of irradiation of biomolecules and biomaterials

4.1, RADIATION SOURCES FOR THE PRODUCTION OF BIORADICALS 

During the early days of radiation chemistry, investigations were carried out with the 
aid of radioactive sources producing a, b and g-radiation. Also neutrons from nuclear 
reactors were used. Nowadays bioradicals are preferentially created with electron 
beams from electron accelerators, and with photon beams produced either by 
radioactive g-sources or by electron accelerators via the bremsstrahlung process. Here 
we have to notice that in the literature there is some confusion when the terms 'X-rays'
and g-rays' are used. Both stand for photon beams. From the physical point of view they 
are indistinguishable. Actually there is a general consensus to use 'X-rays' when these 
photons are produced by an accelerator and ' g-rays' when the photons are emitted by a 
radioactive source. We will follow this convention. The g-source of choice is 60Co. 60Co
produces g-rays with energies of 1.173 and 1.333 MeV, with a half-life of about 5 
years.

An electron accelerator imparts high kinetic energy to electrons. Two types of 
electron accelerators are used most often for the production of electron or photon 
beams in the required energy range from 1 to 10 MeV: the DC (direct current) 
accelerator and the linear electron accelerator (also called linac). In both types electrons 
are accelerated to a high kinetic energy in an evacuated tube (typically 1 - 3 m long). 
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In DC accelerators this is achieved by applying a high voltage across the terminals of 
this vacuum tube. For optimum insulation the vacuum tube and the high-voltage
generator are contained in a pressurised tank filled with SF6 gas. Electrons emitted from 
an electron source at the negative terminal are pushed away and attracted to the positive 
end which is placed at earth potential. The potential difference between the terminals 
defines the energy of the electrons. The different types of DC accelerators differ 
primarily only in the way the accelerating voltage of several million volts is produced. 
There are four major types: the Van de Graaff, the Cockroft-Walton, the Dynamitron 
and the ICT (Insulating Core Transformer) accelerator. 

It is very difficult to handle accelerating potentials higher than 5 MV in DC 
accelerators, while linear electron accelerators are in principle unlimited in energy. In 
an electron linac bunches of electrons are accelerated in an evacuated tube by the 
electric field of a high-frequency electromagnetic wave travelling down the tube. The 
electrons ride on the top of this travelling wave (in a simplified picture comparable 
with a surfer riding on the crest of a water wave). The travelling waves with a typical 
frequency of several GHz and peak powers of several MW are produced in a klystron. 
By repeating this process in consecutive accelerator tubes, the electron energy can be 
increased up to the required energies. 

At the end of the accelerator the electron beam can leave the vacuum through a 
window to be used directly, or it can be sent to a bremstrahlung converter target to be 
transformed in a photon beam. The optimum power conversion efficiency for 5 MeV 
electrons into a photon beam is about 10 %. The remaining 90 % of the power is 
dissipated as heat. The thermal design of the bremsstrahlung target is one of the critical 
design parameters of an electron irradiator for industrial radiation applications. In 
contrast to the applications in medicine where typical irradiation doses are in the 2 – 4 
Gy range, in radiation processing typical doses are situated in the kGy to MGy-range.
Due to the high doses required, radioactive sources of 1 million Curie are typical in an 
industrial environment. To produce the equivalent photon beam power with a 5 MeV 
accelerator an electron beam power of about 150 kW is required. Only in recent years 
compact, reliable electron accelerators became available at these extremely high beam 
power levels (Van Lancker 1999). That is one of the main reasons why Cobalt sources 
were predominant in the past. As an example: a 100 kW electron accelerator with 
double-sided irradiation can sterilise about 10 tons/h. 

The penetration of radiation energy into a material can be represented by depth-
dose curves in which the relative absorbed dose at a particular point is plotted against 
the distance (i.e. the depth) of that point from the irradiated face of the sample. The 
shape of these depth-dose curves depends on the nature of the radiation (electrons or 
photons), their energy, the density of the irradiated material and the irradiation 
geometry.

A sample with a thickness of 20 cm can be irradiated reasonably uniformly 
throughout its depth with a Co-source or with 4 MV X-rays. In contrast electrons are 
less penetrating than photons of the same energy. The useful range of electrons, that is 
the depth of the material at which the entrance and exit doses are the same, varies 
proportional with the energy. For 10 MeV electrons, it is about 3.3 cm in water. The 
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useful range for double-sided irradiation is about 2.5 times higher. The reduced 
penetration depth of electrons is one of the limitations of the industrial applications of 
electron beams, because the maximum energy is limited to 10 MeV. For biological 
applications, such as sterilisation of disposables, or irradiation of foodstuffs, dose
variations ± 30 % are acceptable, provided all parts of the sample receive at least the 
specified minimum dose. However smaller dose variations of ± 10 % are needed in 
polymer processing, such as in the production of heat-shrinkable and foamed products, 
where the homogeneity of the product is important. For the synthesis of biomaterials or 
the sterilisation of pharmaceuticals, even better homogeneities are required. Because an 
electron beam has a characteristic diameter of a few mm, the whole power of the beam 
would be concentrated on a small area of the irradiated specimen. In a magnet attached 
to the end of the accelerator tube, the electron can be scanned so that a large specimen 
receives a homogeneous radiation dose. A detailed description of the various available 
types of accelerators can be found in Scharf (1994). Various overviews of both research 
and industrial applications of electron accelerators are available (Mehnert 1996, 
Mondelaers 1998, Lahorte 1999c). 

4.2. BIO(TECHNOL)OGICAL IRRADIATION APPLICATIONS 

Table 2 gives an overview of applied irradiation research in biology and related fields. 
A number of studies have focused on enhancing macroscopic plant characteristics in 
flowers, vegetables and fruits. The majority of irradiation research efforts in biology 
have focused on understanding at a fundamental level biological effects of ionising
radiation on cells and living (micro-)organisms. Important applications of this research 
can be situated in the fields of radiobiology and radiotherapy but as these are beyond
the scope of the present work and have already been extensively reviewed (Lett 1994;
Steele 1993; Ward 1990), they will not be incorporated here. 

Biomedical engineering is one the fields that have substantially benefited from the 
development of innovative irradiation applications. One of the most exciting research
areas in this respect has been the radiation-prepared hydrogels4 of which various 
applications have been achieved. Of these can be mentioned wound dressings, supports
for immobilisation of bioactive substances, artificial skin, soft contact lenses and
artificial organs. Furthermore a new area of applications has been opened by the
development of stimuli-sensitive and responsive gels. These can reversibly undergo
volume changes between shrinkage and expansion in response to the on-off switching
of stimuli such as changes in pH, temperature, solvent and solute concentration or
electric field. 

As a consequence of the rapid development of agriculture and industry, in 
combination with the growth of large population centres, the management and 
purification of both municipal and industrial wastes is becoming an important problem. 
Kadiation technology offers interesting opportunities in this respect. More specifically, 
radiation has been used to treat and purify water (natural and polluted), industrial liquid 
wastes, sewage sludge and flue gases. 

4 A hydrogel can be defined as crosslinked hydrophilic polymers in a water-swollen state. 
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Sterilisation of food products, one of the earliest applications of radiation processing in 
food technology, is now a well-established technology. Together with the radiation 
sterilisation of biomedical devices (e.g. surgical supplies such as orthopaedic implants, 
bandages, syringes) and pharmaceuticals it represents a substantial industrial activity 
which is quickly developing due to the availability in recent years of powerful and 
compact linear electron accelerators. Complementary to the contributions mentioned in 
Table 2, a comprehensive overview can be found in Woods (1994) of irradiation 
processing applications such as sterilisation of medical and pharmaceutical products, 
treatment of food and waste management. More recent applications include the 
inhibition of sprouts (e.g. in potatoes, onions, garlic), the delay of maturation of fresh 
fruits and vegetables (e.g. bananas, oranges, mushrooms) and the extension of shelf life 
(e.g. strawberries, fresh meat and fish). The study of the interaction of food products 
with irradiated packaging materials is one of the current topics under investigation. 

A few applications can also be noted in the field of medicine. The irradiation of 
blood has been investigated for the prevention of graft-versus-host disease on immuno-
deficient patients by the abrogation of T-lymphocytes. Furthermore the technique of
high-dose extracorporeal irradiation and subsequent re-implantation has been 
developed for the treatment of malignant primary bone tumour and cartilage tumours. 
A long-term follow-up survey of the clinical data of the first 50 patients, treated during 
the beginning period, revealed that long-term bone stability complications were 
detected for knee and hip grafts, which are complication patterns very similar to those 
encountered by the treatment with allografts. The technique remains very useful, 
however, for other tumour localisations. 

Finally, quite a number of studies have focused on the investigation of the 
degradation of and radical mechanisms in irradiated pharmaceutical products (e.g. 
cephalosporin antibiotics) using techniques such as EPR, HPLC and pulse radiolysis. 

Table 2. Applications of X-irradiation in biology and related fields 

Biology
Bud regeneration in plants after Ibrahim 1998. 
irradiation
Seed radiation resistance Kumagai 2000 
Pollen irradiation Dewitte 1994; Dore 1993; Falque 1994; Lardon 1999; 

Musial 1998, 1999; Naess 1998. 

Biomedical engineering
Biomaterials
Responsive gels Carenza 1994; Kaetsu 1996, 1999; Mathur 1996;

Sterilisation Burg 1996a; Shalaby 1996;. 

Environmental  Engineering 
Waste management 

Rosiak 1995, 1999; 

Binks 1996; Capizzi 1999; IAEA 1997, 1998; 
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Table 2. Applications of X-irradiation in biology and related fields
Food technology
Applications of food irradiation 
Interaction with food packaging Buchalla 1993, 1999; Demertzis 1999; Garde 1998;
materials Goulas 1996; Riganakos 1999. 
Detection of irradiated food 

Medicine
Blood and blood components 
Extracorporeal bone irradiation 

Pharmacy
Degradation and detection of Barbarin 1996; Basly 1996a-c, 1997a-h, 1998a-g; 
pharmaceuticals. Crucq 1995, 1996; Duroux 1996, 1997; Fauconnet 

1996; Gibella 1993, 1994; Miyazaki 1994a-b; Onori 
1996, Signoretti 1993, 1994; Zeegers 1993, 1997. 
Boess 1996 

Gopal 1988; Jacobs 1988, 1995; Talrose 1995, Tilquin 

Burg 1996b; Monk 1995; Sendra 1996; Thakur 1994 

Dodd 1995; Haire 1997. 

Jacobs 1998; Moroff 1997 
Bohm 1998; Mondelaers 1993; Sabo 1999. 

Irradiation of alkaloids, morphine 
derivatives, antibiotics 
Sterilisation of pharmaceutical 
products 1999. 

5. Conclusions 

In the first part of this review a survey was given of the broad range of both 
experimental techniques and theoretical methods currently available for studying 
radiation effects on biological material from the initial physical phase of energy 
deposition through the biological time scale. Consequently, the most important 
techniques which yield information with regard to the intermediate chemical phase, 
were treated in more detail. It was shown that electron paramagnetic spectroscopy and 
quantum chemical calculations yield valuable direct information on important radical 
properties. An overview was given of studies in this respect on biologically relevant 
molecular species such as DNA, amino acids and sugars. 

Finally, attention was paid to modem accelerator technologies available for creating 
radicals and the application of X-irradiation in biology-related fields was reviewed. 
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Abstract

This chapter gives an overview of techniques for isolation and characterisation of 
aroma compounds. Isolation methods of volatile compounds, such as extraction, 
distillation, headspace techniques, mouth analogues and in-mouth measurements are 
described. Furthermore, a section is focused on applications of analytical and sensory-
instrumental characterisation of aroma compounds. Finally, the relevance of aroma 
isolation and characterisation techniques with respect to flavour compounds generated 
by biotechnology are discussed. 

1. Introduction 

Most scientists agree that aroma, taste, texture and mouthfeel account for the major 
stimuli that make up flavour. The stimuli occur when chemicals from the food come 
into contact with sensory cells in the nose (odour/aroma) and mouth (taste), interact 
with mucous membranes, or when food structures such as emulsions or rigid cell walls 
affect the chewing process (texture) or interact with the mouth lining [mouthfeel) [1]. 
Mouthfeel responses consider the heat of spices and the cooling of menthol. Taste is 
concerned with the sensations of sweet, sour, salty, bitter and umami, which are 
associated with receptors on the tongue, Aroma is a much broader sensation, 
encompassing an estimated 10,000 or more different odours [2]. 

Foods have highly complex chemical compositions. They contain both volatile and 
non-volatile substances, which attribute to the flavour of a food. Human taste-buds can 
differentiate four stimuli, whereas the nose is capable of discerning thousands of 
different odours. Therefore, it is not surprising that a major part of flavour research has 
dealt with analysis of volatile compounds [3]. When flavour isolation of flavour 
chemistry is discussed, most often only the volatile component of flavour -aroma-is
considered, ignoring the other components of flavour. While very often it is the aroma 
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component of flavour that most effectively characterises a flavour, one should not 
forget the importance of the other flavour components in giving the complete view of a 
certain flavour [2]. 

Flavour chemistry developed as a specialised application of organic chemistry. 
Organic chemistry started in the 19th century when it was shown that chemical 
transformations took place without supernatural influences. The first era consisting of 
the theory of vitalism died, and the second period of organic chemistry began with the 
birth of structural theory, to explain how atoms were organised to form molecules, the 
network of carbon to carbon bonds [4]. In the third era of organic chemistry, the 
present modern era, there are three major developments [5]: 
• Electronic theories of valences and bonds. 
• Understanding of mechanisms of organic reactions. 
• Development of instruments for separating, analysing and identifying organic 

compounds.
Chemical industries utilising these developments have developed considerably to 
produce dyestuffs, explosives, medicines, plastics, elastomers, fibres, films, perfumes, 
flavours, etc. Studies of natural products, volatiles from food materials, have been the 
backbone of the flavour industry [4]. 

In the early stages of flavour research, most emphasis was on development of 
methods to establish chemical identity of constituents found only in trace quantities. 
Because flavour chemistry can be considered a special application of organic 
chemistry, the methods worked out in flavour chemistry can be applied in other fields 
in which small amounts of organic compounds can have profound biological effects 
and vice versa. Examples are found in nutrition, air or water pollution, plant and animal 
hormones, insect attractants, etc. [4]. The analytical task in aroma chemistry is rather 
complicated, as a relatively simple flavour may have 50-200 constituents, which give a 
combined effect to yield the characteristic aroma of a food. The large number of 
volatile compounds that make up the total amount of aroma chemicals (>6000, [6]) 
complicates the analytical task even further. Now that many constituents have been 
identified, the task remains to determine biological activities; that is, which constituent, 
or constituents, is/are contributing to the characteristic sensory properties of the food 
products being investigated [4]. 

1.1. OVERVIEW 

An instrumental approach to aroma characterisation can be regarded as a two-phase
arrangement, when focusing on those compounds relevant for sensory perception. The 
first phase comprises representative isolation of volatile compounds [7]. It should be 
considered that no analytical method is valid unless the isolates represents the material 
being studied and no logical sensory conclusions can be made if isolates do not have 
the characteristic sensory properties of the food product being studied. The importance 
of the isolation step cannot be overemphasised. Sample size requirements of analytical 
instruments have become smaller and smaller with new developments. Nevertheless, 
great care must be taken in concentration and isolation so that isolates have sensory 
properties of the food being studied. Care must be taken so that heat labile compounds 
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are not destroyed by harsh conditions, highly volatile compounds not lost in 
concentration by distillation, or low solubility compounds lost in extractions [4]. 

This review paper is focused on several analytical techniques which were designed
to measure two types of volatile profiles: (1) the total volatile content of a food and (2) 
the profile of volatile compounds present in the air around a food. The first group 
incorporates several extraction methods and is presented in Section 2. This total volatile 
content is of importance in the production of aroma compounds, but no attempt is made 
to reflect the aroma composition in the mouth during eating. The second group of 
isolation techniques includes headspace techniques (Section 3), mouth analogues 
(Section 4) and in-mouth measurements (Section 5). The aroma patterns determined by 
these techniques are considered to be more closely related to the composition of 
volatiles available for perception during eating. 

The second phase of an instrumental aroma characterisation involves selection of 
volatile compounds relevant to the flavour, i.e. those compounds, which can be 
perceived by humans. This implicates correct determination of the relevant aroma 
compounds from the whole range of volatiles present in a product. In the present paper 
an analytical characterisation and sensory-instrumental characterisation section is 
included (Section 6). 

Finally, implementation of the reviewed isolation and analysis techniques in 
bioprocess production of flavours in general will be discussed in Section 7. 

2. Isolation techniques for measurement of total volatile content 

Most isolation techniques use some form of extraction or distillation, or a combination 
of both, These methods utilise differences in solubility in different solvents (extraction 
and chromatography) and differences in vapour pressures (distillation). The present 
discussion will concentrate on the following techniques: 
• Extraction
•
• Distillation-extraction combinations 

2.1. EXTRACTION 

Extraction is a technique, which has been used very frequently in the sixties, seventies 
and eighties. For certain foods it is possible to extract the volatile compounds directly 
from the food material. This is particularly true with thin materials or relatively dry 
powders. More often it is necessary to grind the material [8]. The most common used 
solvents are organic compounds that have a low boiling point (pentane, hexane, 
methanol, ethanol, dichloromethane, chloroform, ethyl acetate, ethyl ether and acetone 
[9]. Supercritical gases, such as ammonia, carbon dioxide, nitrous oxide, ethylene, and 
some fluorocarbons, have also been used to extract thermolabile natural products [10]. 
Some researchers used a Soxhlet apparatus for the extraction of aroma compounds 
from foods [11-13]. The procedure varied but often the food material was ground and
placed under ether or dichloromethane overnight, followed by Soxhlet extraction. The 

Distillation, including fractional and steam distillation
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advantage of direct extraction is that volatiles of both low and high water solubility are 
isolated in one operation. In direct solvent extraction highly water soluble compounds 
can be isolated effectively in comparison with other techniques. 

One of the problems with direct extraction is that non-volatiles, such as waxes and 
fats are extracted as well. After direct extraction in most cases separation of volatiles 
from non-volatiles is necessary. A transfer of the volatiles to another container under 
high vacuum is usually possible [12-13], although viscous material can retard the 
movement of the volatiles to the surface. If the extract is spread in a thin film or if it is 
stirred, the molecules do not have as far to diffuse to the surface, and vaporisation is 
more efficient [ 14]. 

Extraction has long been a popular isolation technique, but it suffers from several 
limitations. The biases imposed on the aroma profile by solvent extraction relate to the 
relative solubility of various aroma compounds in the organic/aqueous phases. Leahy 
and Reineccius [15] as well as Cobb and Bursey [16] showed low and variable 
recoveries (0-100 %) of aroma compounds, which depended on the solvent chosen and 
the aroma compound extracted. Attempts to remove appreciable amounts of residual 
solvent from the extract invariably lead to quantitative changes in the sample. 
Furthermore, the solvent might interfere with the volatile compounds during the gas 
chromatographic analysis of the extract. Solvent odours complicate the sensory analysis 
of extracted materials and the toxicity of many common solvents poses stringent 
limitations on the use of their extracts [ 17]. 

2.2. DISTILLATION 

Distillation has also been a very important method for isolating and concentrating 
volatiles from foods over the last decades. All liquid substances have a vapour pressure 
that is constant at a given temperature. When the temperature is raised so that the 
vapour pressure of the substance equals that of the external pressure, the substance 
boils, and this temperature is defined as the boiling point of the substance. 

While distillation techniques can provide useful information, it is now realised that 
certain procedures can cause the formation of artefacts, especially when fresh foods are 
subjected to distillation techniques. A classic example is provided in the analysis of 
marjoram [18] where direct sampling of the oils from leaves followed by gas 
chromatography showed four major compounds. Distillation gave rise to a complex 
chromatogram that included a large number of degradation products formed due to 
oxidation or thermal processes [1]. Formation of artefacts is a major drawback of the 
technique.

Distillation is divided into two categories: fractional and steam distillation. In 
both cases, there must be sufficient starting material and the desired aroma compounds 
must be stable to the conditions of distillation [10]. 

2.2. I. Fractional distillation 

Distillation is a powerful method for obtaining samples of very narrow boiling point 
ranges. Factors such as theoretical plates, throughput, column hold-up, ease of 
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approaching equilibrium conditions, pressure drop across column, and boil-up rate 
must be considered for satisfactory operation. The type of column is of critical 
importance. Packed columns are mostly used for purification of solvents. Spinning 
band columns are good for preparing samples of relatively broad boiling point ranges. 
The concentric tube column, in which the vapour is going up in close proximity to the 
liquid going down, can be used more effectively at very low pressures and with smaller
starting mixtures. Each of type of column has its own advantage and usefulness [10]. In 
fractional distillation of a homogeneous mixture, consisting of substances soluble in 
each other, Raoult’s law prevails. This is expressed by 

PAS = PAP*NA

Where PAS is the partial pressure of compound A from the solution, PAP is the vapour
pressure of the pure compound A and NA is the mole fraction of A in the liquid.

2.2.2. Steam distillation 

In the distillation of heterogeneous mixtures, consisting of substance not soluble in 
each other, if one of the substances is water, the term ‘steam distillation’ is used. Water 
and volatile organic matter not soluble in water distil together when the total vapour 
pressure adds up to the external pressure. Steam distillation is used to isolate volatile, 
water-insoluble organic materials from non-volatile materials such as carbohydrates 
and proteins. This is a crude separation, because the vapour pressure of the mixture is 
entirely independent of the concentration. Water cannot be separated from the organic 
compounds distilled by this method. Isolation can sometimes be accomplished by 
separating the organic material floating on top of the aqueous layer [10]. 

Methods using some type of atmospheric or reduced pressure steam distillation 
have been historically the most commonly used, and essential oils were and are still 
frequently isolated this way on a commercial scale [2]. 

2.3. DISTILLATION-EXTRACTION COMBINATIONS 

As stated above, the organic compounds isolated by distillation have to be separated 
from the water, which is frequently accomplished by solvent extraction or by using a 
combination of a steam distillation-continuous extraction apparatus. 

Solvent extraction after distillation often results in rather large quantities of steam 
distillate to be handled. The classical method does have some advantages using steam 
distillation under reduced pressure. As the extraction occurs later at atmospheric 
pressure, a lower boiling solvent can be used [8]. The aroma profile ultimately obtained 
is influenced by volatility of the aroma compounds (initial isolation), solubility during 
solvent extraction of the distillate, and, finally, volatility again during the concentration 
of the solvent extract [2]. 
The combination of steam distillation and continuous extraction has been known to 
organic chemists for many years. The method became popular with flavour chemists 
after Nickerson and Likens [19] used it for isolating beer volatiles. The Simultaneous 
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Distillation-Extraction (SDE) or Likens-Nickerson extraction method was an extension 
of the Essential Oil industry's technique of "cohobation" where the condensed steam is 
separated from the volatile oil using a simple trap and returned to the still in order to 
minimise loss of water soluble volatiles. SDE had actually been described earlier in 
practical organic chemistry textbooks [20]. The Likens Nickerson head though was 
simpler and easier to construct and control than the earlier organic chemists version, 
More recently other versions of the head have been designed [21].

The advantages of SDE are that desired volatile compounds can be concentrated 
about 1:10000 from a dilute mixture in a single operation within 1-3 hrs. Furthermore, 
small volumes of water and solvent are used to minimise artefact introduction from 
solvent and water. Thirdly, thermal degradation and artefact formation is reduced 
because the SDE system can be used at reduced pressure and temperature [10]. 

While it is obvious that even a simple solvent extraction introduces substantial bias 
on the volatile content of a product, combining solvent extraction with another 
technique (in order to separate volatile compounds from non-volatiles) adds more bias 
[2]. Leahy and Reineccius [15] showed that the aroma isolate prepared by SDE 
contained nearly all the volatiles in a food, but their proportions only poorly 
represented the true volatile content of the food. It was also shown that SDE is less 
efficient under vacuum [22]. 

3. Headspace techniques 

The total volatile content represents the volatile composition in a food, however, it is 
often difficult to relate this profile to the volatile profile expressed when foods are 
consumed. In simple aqueous systems, it is more likely that a direct relationship 
between total volatile content and the expressed profile exists on the basis of partition 
between the air and water phases at mouth temperature. However, even in this simple 
system, interaction between the volatiles and between the volatiles and the mouth 
should not be ignored [ 1]. 

An important characteristic of aroma compounds is that they must exhibit 
sufficient vapour pressure to be present in the gas phase at a concentration detectable 
by the olfactory system. This basis of aroma isolation appears most reasonable. It is 
understandable that many aroma isolation techniques are based on volatility, such as 
static headspace, dynamic headspace, direct injection techniques (where food is placed 
in the gas chromatograph itself and heated to volatilise aroma compounds), distillation, 
mouth analogues and even in-mouth analysis. These techniques are focused on the 
volatility of the compounds in the system to be studied and not on the concentration of 
the compounds in the food. Volatility is dependent upon the volatility of the aroma 
compound in the food itself. The amounts of aroma compounds in the headspace do not 
follow in order of volatility (vapour pressure) of the pure compounds but, instead, 
depends upon their vapour pressure over the food system. An example of this 
difference in volatility due to the food matrix is shown in Figure 1, which presents the 
volatility of five aldehydes in sunflower oil (SFO) and in a 40 % sunflower oil-in-water
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emulsion (SFO-E). The author published recently more studies on release and volatility
of aroma compounds in oils and emulsions [23]. 

Figure I. Relative volatility of propanal (C3)) butanal (C4), pentanal (CS), hexanal (C6) 
and octanal (CS) in sunflower oil (SFO) and in a 40 % sunflower oil-in-water emulsion 
(SFO=100].

3.1. STATIC HEADSPACE 

Many compounds exist as gases at the temperature at which they are being sampled or 
have sufficiently high vapour pressure to evaporate and produce a gas phase solution. 
In these cases, the gas itself may be injected into a gas chromatograph, either by 
syringe or by transferring a known volume of vapour from a sample loop attached to a 
valve. The amount of gas that can be injected is limited by the capacity of the injection 
port and the analytical column. In practical terms, injections are almost always in the 
low millilitre range, with sizes of 0.1-2.0 ml being typical [24]. 

If a complex material, such as a food, is placed into a sealed vial and allowed to 
stand, the volatile compounds in the sample matrix will leave the sample and distribute 
over the headspace around it. If the concentration of such a compound reaches about 
1 ppm in the headspace, then it may be assayed by a simple injection of an aliquot of 
the headspace in the vial. The concentration of the compounds in the headspace 
depends on several factors, including the concentration in the original sample, the 
volatility of the compound, the solubility of that compound in the sample matrix, the 
temperature of the sample, and combination of the size of the vial and the time the 
sample has been inside the vial [24]. At equilibrium, the relationship between the 
concentration of the volatile compound in the product phase and in the vapour phase 
can be expressed by Henry’s law. This law states that the mass of vapour dissolved in a 
certain volume of solvent is directly proportional to the partial pressure of the vapour 
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that is in equilibrium with the solution [25]. This law is only valid if the volatile 
compound is present in infinitely diluted concentrations. Volatile compounds are 
generally present in foods at relatively low concentrations (ppm-ppb range), and 
therefore obey Henry's law at the concentrations found in foods. For a linear 
relationship between product and vapour phase concentrations, also Raoult's law needs 
to be ideal. This law defines the behaviour of the solvent, and under ideal conditions 
there is no interaction between volatile compound and solvent [26]. There are 
exceptions to Henry's law besides those linked to concentration, e.g. volatile 
compounds (such as acids) should not dissociate [27]. 

Static headspace isolation normally involves taking a sample of the equilibrium 
headspace immediately above a sample. This can be directly injected onto a gas 
chromatographic column. Static headspace is useful for the analysis of very volatile 
compounds. However, detection limits require a certain amount of material into the 
headspace and therefore the sample sometimes has to be heated to 60-100 °C. These 
elevated temperatures could give an unrealistic picture of the volatiles of the sample, as 
a result of aroma formation or distortion of the quantitative volatile composition. Static 
headspace is a very rapid method, but it does not give a comprehensive analysis of the 
volatiles [8]. 

When interested in the volatile content of a food, a disadvantage of static headspace 
methods is that it is difficult to do quantitative studies. The analytical data concerns 
amounts of volatiles in the headspace of the sample. The relationship between vapour 
pressure and concentration in the sample can be very complex and must be determined 
experimentally [2], In classical static headspace analysis, volatiles are removed without 
any attempt to simulate the conditions in the mouth during eating. Therefore, amounts 
determined do not necessarily represent the compounds and in the quantities available 
for perception during eating. Classic headspace is probably more closely related to the 
odour orthonasally perceived as food approaches the mouth prior to eating [1]. 

3.2. DYNAMIC HEADSPACE 

In the dynamic mode of headspace isolation, a flow of gas is passed over the food to 
strip off volatiles, which results in a greater yield of material for analysis than in static 
headspace isolation. In a separate part of the apparatus, volatiles are trapped from the 
gas stream. The headspace of the sample is continually renewed. Often the sample is 
stirred or otherwise agitated to increase mass transfer from the sample into the 
headspace [28]. Normally a solid absorbent is used to trap the volatiles. Absorbents 
which ignore the water are the most useful. General methods using solid absorbents 
have been compared by various authors [29-32]. Volatiles have been concentrated on 
absorbents, such as charcoal, Porapak Q, Chromosorb 101-105 or Tenax, and they are 
usually thermally desorbed prior to gas chromatographic analysis. 

Dynamic headspace, although not as fast as static headspace, gives isolation which 
approaches being comprehensive. Dynamic headspace methods permit analyses with 
the minimum of introduction of artefacts developed or introduced during sampling. 
Thus, headspace analyses permit analyses of volatiles emitted by plants or food 
products to provide data representing fresh flowers, fresh fruits and vegetables, of 

312



Aroma measurement: recent developments in isolation and characterisation 

products as they are, not data containing artefacts formed during isolation [4]. The 
thermal desorption of the compounds from the absorbent, although convenient and 
rapid, has the disadvantage of causing molecular change in some important unstable 
aroma compounds, such as (Z)-3-hexenal, alkadienals and certain sulphur compounds. 
This may be due to the elevated temperatures applied during desorption and the metal 
parts frequently used in thermal desorption units [8,33]. 

In the actual eating process, equilibrium in not likely, if ever attained in the mouth, 
the dynamic mode seems, therefore, more closely aligned with what happens in the 
mouth during eating than static headspace isolation. It should be noted that the times 
for headspace collection are substantially greater (minutes or hours) compared with the 
time that food remains in the mouth (seconds). 

4. Model mouth systems 

More recently, mouth analogues have been developed to mimic aroma release in the 
mouth more precisely and to consider changes in aroma release during eating. In actual 
eating situations, aroma concentrations are determined kinetically rather than 
thermodynamically [34]. Only a few instrumental methods of aroma release have 
incorporated the crushing, mixing, dilution, and temperature conditions required to 
simulate aroma release in the mouth from solid foods. Lee [35] reported an 
instrumental technique for measuring dynamic flavour release. A mass spectrometer 
was coupled with a dynamic headspace system, i.e. a vial with several small metal
balls. The vial was shaken and the balls simulated chewing, while the headspace was 
flushed with helium gas in order to displace volatile compounds, one of which was 
analysed directly by mass spectrometry. Roberts and Acree [34] reported a “retronasal 
aroma simulator”, a purge-and-trap device made from a blender. It simulated mouth 
conditions by regulating temperature to 37 °C, adding artificial saliva, and using
mechanical forces. Naβ1 et al. [36] described a “mouth imitation chamber”, which
consisted of a thermostated 800 ml vessel with a stirrer, while artificial saliva was 
added to the system. Withers et al. [37] reported a simple mouth analogue for drinks,
which consisted of a glass flask filled with liquid sample and artificial saliva with glass 
beads. Hydrated air passed over the headspace of the flask, while it was situated in a 
shaking waterbath. Volatile compounds were trapped on an adsorbent. 

The author of the present work presented the model mouth system developed in 
their group for the first time in 1994 [38]. The model mouth system (Figure 2) has a 
volume of 70 ml, which is similar to the volume of the human mouth. Temperature is 
kept constant at 37 °C by water circling through a double wall of the sample flask. 
Artificial saliva is usually added, which consists of water, salts, mucin and α-amylase
[39]. During isolation of the volatiles a plunger makes up and down screwing 
movements in order to simulate mastication. Nitrogen gas flushes the headspace of the 
sample at 20-250 ml/min and volatile compounds are swept towards a small cooler 
(-10 °C, cooled with ethanol) to freeze out the water, before they are being trapped at 
Tenax TA. The Tenax is placed in a glass tube. 
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Release of volatiles from rehydrated vegetables in this model mouth system was 
compared with dynamic headspace (nitrogen gas flushed the headspace of the sample), 
with purge-and-trap (nitrogen gas purged the vegetable-saliva mixture) and release 
from the vegetables in the mouths of twelve volunteers (details are described in 
paragraph 5). Results are presented in Figure 3. Purge-and-trap gave the greatest 
recovery of volatiles, while dynamic headspace gave lower amounts. The amounts 
released over 12 minutes did not differ significantly for the model mouth system and 
the mouths of assessors. The other techniques all showed significant differences [40]. 
This is one of the few cases that a model mouth system has been validated by 
comparison with the real situation that exists in-mouth. However, because volatiles 
were collected over periods of 12 minutes, it should be noted that the volatile profiles 
obtained represents the average profile that exists over the collection period and does 
not provide information on the temporal profile during eating. 

Figure 2. Model mouth system developed by van Ruth et al. modified from ref: 40 
Copyright 2000 with permission from Elsevier Science. 
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Figure 3. Comparison of techniques for isolation of aroma compounds of rehydrated 
French beans: dynamic headspace (DH), purge-and-trap (PT), model mouth system 
(MMS) and the mouths of twelve assessors (Mouth) drafted after prinary data from ref 40 
Copyright 2000 with permission from Elsevier Science. 

5. In-mouth measurements 

Over the last decade, techniques were developed to measure the release of volatile 
compounds in the mouth and nose of people. The advantage over model systems is that 
the results are real, however, the disadvantage is that the results are highly variable, as 
conditions can not be controlled as in a model system. 

A simple way of measuring volatile release from foods is to analyse 
compounds in the expired air drawn from the noses of people eating foods. 
Unfortunately, many aroma compounds have extremely low thresholds. Although they 
contribute to the aroma they are present in very low amounts, with detection limits 
causing analysis problems. Philips and Greenberg [41] reported techniques for
collecting expired air, but these methods were mainly concerned with obtaining a 
suitable sample of breath for analysis rather than monitoring changes in volatiles over 
the short times associated with eating. A membrane separator method using direct mass 
spectrometry was developed by Soeting and Heidema [42] for determining aroma 
profiles in the expired air of assessors as a function of time. Haring [43] used this 
method and found a fairly consistent pattern of aroma release when one individual was 
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sampled, but when six different people were given the same solution (2-butanone in 
water), a considerable variation in the aroma release profiles was observed, 

In the beginning of the nineties, attention turned to analyses that concentrate the 
volatiles and remove air and water from the sample prior to analysis. Linforth and 
Taylor [44] compared expired air collected from the nose and mouth of people eating 
foods onto lengths of capillary tubes, as well as cryotrapping, and trapping on solid 
carbon dioxide and Tenax. Furthermore, Roozen and Legger-Huysman [45] developed 
a similar technique for measuring aroma release in the mouth at various time intervals. 
Delahunty et al. [46] have also reported a Tenax-based system for in-mouth
measurements of volatile release from cheese. The work above described aroma release 
from foods in terms of a time-averaged aroma profile. 

Time-intensity sensory analysis has suggested that the aroma profile changes 
temporally, and attempts have been made especially to measure the release of 
individual aroma compounds over short periods of time using instrumental means. Real 
time analysis requires a detector capable of continuously monitoring compounds in air. 
Several different systems have been developed to allow real time gas phase analysis 
[42,47-49]. With atmospheric pressure chemical ionisation compounds can be ionised 
in air containing water vapour at atmospheric pressure and exhibits high sensitivity and 
rapid response times. Taylor and co-workers modified an atmospheric pressure 
chemical ionisation source of a mass spectrometer to allow the introduction of gas 
phase samples. It is a soft ionisation technique, which adds a proton to the compound of 
interest and does not normally induce fragmentation. Consequently compounds present 
in the breath are monitored in selected ion mode, further enhancing sensitivity. Aroma 
release from mints, strawberry-flavoured sweets [50], biscuits, sausages [5 1], gelatine 
and pectin gels [52], as well as aqueous model food systems [53] have been studied. 
Grab and Gfeller [54] adapted the technique for studies on strawberries. 

6. Analitical techniques 

6.1. INSTRUMENTAL CHARACTERISATION 

6. I. I. Gas chromatography 

Gas chromatography is a very powerful separation method in flavour science. Since the 
early days of aroma research, more stable columns with greater separation resolution 
are now commercially available. Gas chromatography became even more powerful and 
useful with high resolution capillary columns used in combination with mass 
spectrometers. Most of the extracts, distillates and headspace samples are nowadays 
analysed by gas chromatography. For analysis of aroma compounds, gas 
chromatographs are often combined to “chemical/physical” detectors, such as thermal 
conductivity, flame ionisation, electron capture, flame photometric and mass 
spectrometric detectors [55]. 
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Located at the exit of the separation column, the detector senses the presence of the 
individual components as they leave the column. The detector output, after suitable 
amplification, is usually acquired and processed by a computerised data system. The 
result is a chromatogram of concentration versus time [56]. Detectors can be divided in 
detectors that respond well to a wide variety of compounds and specific detectors. 
General detectors are the thermal conductivity detector and the flame ionisation 
detector. The thermal conductivity detector responds to any compound with a thermal 
conductivity significantly different from that of the carrier gas, whereas the flame 
ionisation detector responds to most carbon-containing compounds. Specific detectors 
respond only to compounds containing specific elements or element classes. Examples 
of specific detectors include the electron capture detector (halogens, nitrogen or 
sulphur), flame photometric detector (sulphur and phosphorus) and the nitrogen-
phosphorus detector [57-58]. 

6.1. I. I. General detectors. The thermal conductivity detector (TCD) does not interact 
with solutes chemically but instead measures a bulk physical property, the thermal 
conductivity of the solute and carrier-gas mixture passing through the detector. The 
TCD responds in proportion to the concentration of any solute that has a thermal
conductivity that is significantly different from the carrier-gas conductivity. The 
minimum detectable concentration is thus related to the conductivities of the carrier and 
the solute. Solutes are unaffected by passage through a TCD because it does not 
chemically interact with them. A second specific detector can therefore be connected in 
series after the TCD to provide additional information. The TCD is also widely used in 
preparative gas chromatography by connecting a fraction collector to the detector outlet 
and in aroma research by humidifying the effluent before olfactory evaluation. Because 
of its simplicity, the TCD often is preferred for survey work and for moderate 
sensitivity work [56,59]. 

The flame ionisation detector (FID) is currently one of the most popular detectors 
because of its high sensitivity, wide range and great reliability. For the FID, as ions are 
formed inside the detector, they are accelerated by an electric potential toward an 
electrode, producing a minute current on the order of pico-amperes (10–12 A). This 
current is converted to a voltage. When –CH2- groups are introduced into the flame, a
complex process takes place in which positively charged carbon species and electrons 
are formed. The current is greatly increased. The FID responds only to substances that 
produce charged ions when burned in a hydrogen/air flame. In an organic compound 
the response is proportional to the number of oxidisable carbon atoms. For example, 
butane has twice as many carbons as an equivalent volume of ethane. Within narrow 
limits, response of the FID to 1 mol of butane will be twice that to ethane. There is no 
response from fully oxidised carbons such as carbonyl or carboxyl groups (and thio 
analogs) and ethers, and response diminishes with increasing substitution of halogens, 
amines and hydroxyl groups. The detector does not respond to inorganic compounds 
apart from those easily ionised in a hydrogen/air flame at 2100 °C. The FID is a mass 
flow detector. It thus depends directly on flow rate of carrier gas. It also varies in 
response with the applied voltage (until a plateau is reached), and with the temperature 
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of the flame, which is a function of the hydrogen/air mixture ratio, as distinguished 
from the temperature of the detector housing. Detection limits are about 5 ng/s for light
hydrocarbon gases. Response is linear over seven orders of magnitude. The FID 
provides high sensitivity to a wide range of compounds as well as reliable routine 
operation [56,60]. 

6. I. 1.2. Specific detectors. Many specific detectors are ionisation detectors, e.g. 
electron capture, nitrogen-phosphorus, photoionisation detectors and others. They 
interact with the solute eluting from the gas chromatographic column to produce a 
current that varies in proportion to the amount of solute present. These detectors rely on 
substance-specific ionisation mechanisms and respond only to certain hetero-atoms
(halogens, nitrogen, or sulphur for the electron capture detector; nitrogen and 
phosphorus for the nitrogen-phosphorus detector) or chemical structures (aromatics for 
the photoionisation detector with a 10.2 eV photon source) [57]. 

The electron capture detector (ECD) has two electrodes with the column effluent 
passing between. One of the electrodes is treated with a radioisotope that emits high-
energy electrons as it decays. These emitted electrons produce copious amounts of low-
energy (thermal) secondary electrons in the carrier gas, all of which are collected by the 
other positively polarised electrode. Molecules that have an affinity for thermal 
electrons capture electrons as they pass between the electrodes and reduce this steady-
state current, thus providing an electrical reproduction of the gas chromatographic 
peak. The ECD responds to electrophilic species which gives the detector its
specificity. Polyhalogenated compounds give excellent response; detection is at the 
picogram level. The order of increasing response F<Cl<Br<I. Other groups exhibiting 
good selectivity include anhydrides, peroxides, conjugated carbonyls, nitriles and 
nitrates, plus ozone and organometallics and sulphur-containing compounds. 

In the photoionisation detector (PID), the sensor contains a sealed interchangeable 
ultraviolet lamp that emits a selected energy line. The absorption of ultraviolet light by 
a molecule leads to ionisation. A chamber adjacent to the ultraviolet source contains a 
pair of electrodes. A positive potential applied to the accelerating electrode creates a 
field which drives ions formed by absorption of lamp energy to the collecting electrode 
where the current, proportional to concentration, is measured. The PID has a dynamic 
range of seven orders of magnitude, extending from 2 pg through 30 µg. Compounds 
whose ionisation potentials are lower than the lamp ionising energy will respond. This 
allows detection of aliphatics (except CH4), aromatics, ketones, aldehydes, esters, 
heterocyclics, amines, organic sulphur compounds and some organometallics [56]. 

The flame photometric detector (FPD) is essentially a flame emission photometer. 
The eluted compounds pass into a flame, usually a hydrogen-enriched, low-temperature
plasma, inside a shielded jet which supplies sufficient energy first to produce atoms and 
simple molecular species, and then to excite them to a higher electronic state. The 
excited atoms and molecules subsequently return to their ground states with emission of 
characteristic atomic line or molecular band spectra which are measured by the 
photomultiplier tube, A narrow bandpass filter isolates the appropriate analytical 
wavelength range. The most highly developed FPDs are selective for phosphorus and 
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sulphur, These elements are detected by monitoring band emissions from the molecular 
species HPO at 526 nm and S2 at 394 nm. Detector response to phosphorus compounds
is linear, whereas the response to compounds containing a single atom of sulphur is 
proportional to the square of the compound concentration. The high sensitivity and
selectivity of the FPD for compounds containing sulphur and phosphorus has given it 
superiority over FID or ECD detectors for such analyses [56].

6. I. 1.3. Identification: mass spectrometry. Mass spectrometry has been used by 
petroleum chemists long before flavour chemists used it. Possible applications of mass 
spectrometry in flavour research were recognised by James and Martin [61] even 
before the advent of gas chromatography. Direct introduction of samples separated by 
temperature programmed gas chromatography capillary columns into fast-scan mass 
spectrometers solved the initial problems. Compounds analysed by mass spectrometry 
range from acetals, furans and furanones and other compounds from the Maillard 
browning reaction, to non-volatile bio-active and flavour-active compounds such as 
phenols, flavonoids, glycosoids, saponins, etc. Mass spectrometry is very widely used 
for identification of flavour compounds. New techniques, such as capillary gas 
chromatography coupled to on-line isotope ratio mass spectrometers are used to 
determine the origin of various flavours, especially peppermint, vanilla, etc. 
Atmospheric pressure chemical ionisation mass spectrometry was already mentioned in 
the previous section because of its value for direct in-mouth analysis. Atmospheric 
pressure chemical ionisation-tandem mass spectrometry and inductively coupled 
plasma-mass spectrometry has been reported for analysis of organosulphur compounds. 
Recent reviews and books with sections on novel methods of flavour analysis provide 
more detailed information on these techniques [62-65], 

6.1.2. Liquid chromatography 

Liquid partition chromatography, especially countercurrent liquid chromatography is 
used in studies of flavour precursors, which are usually water-soluble low volatility
compounds containing sugar moieties. This separation method is done at ambient 
temperatures, and it is therefore a very powerful tool for isolating labile compounds 
[4].

6.2. SENSORY-INSTRUMENTAL CHARACTERISATION 

Progress in analysis techniques has led to long lists of volatiles [66]. Unfortunately an 
identified volatile compound, even analysed at concentrations as present in the human 
mouth, does not necessarily has to be an aroma compound. This implicates a need for 
correct determination of the relevant aroma compounds from the whole range of 
volatiles present in a particular food product samples. An interesting ‘sensory’ 
approach is sniffing the gas chromatographic effluent (gas chromatography 
olfactometry), in order to associate odour activity with the eluting compounds. This 
method was proposed by Fuller and co-workers as early as 1964 [66]. 
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Many of the “chemicaVphysical” detectors are not as sensitive as the human nose for 
many odourants [SI. The interest in determining the individual contribution of volatile 
compounds present in foods, has led to a new generation of gas chromatography 
olfactometry techniques, which can be classified in four categories. 
• Dilution analysis methods for producing titer or potency values based on 

stepwise dilution to threshold, e.g. CharmAnalysis [67] and Aroma Extraction 
Dilution Analysis (AEDA;) [68]. 
Detection frequency methods for recording time duration of perceived odours 
over a group of assessors. The number of assessors perceiving an odour also 
estimates a titer or potency [69]. 

• Time-intensity methods for producing subjective estimates of perceived 
intensity recorded simultaneously with the elution of the chromatographic 
peak, e.g. Osme [70]. 
Posterior intensity methods for producing subjective estimates of perceived 
intensity, which are recorded after a peak has eluted [71]. 

•

•

Figure 4. Aromagram of a vegetable oil-in-water emulsion obtained by gas 
chromatography olfactometry showing the detection frequency of assessors perceiving a 
compound

Both CharmAnalysis and AEDA are based on the odour-detection threshold. The 
dilution value obtained for each compound is proportional to its odour activity value in 
air, i.e. its concentration. Several injections are required to reach a dilution of the aroma 
extract in which odorous regions are no longer detected. More recently, Guth and 
Grosch [72] reported a new concept of AEDA using static headspace instead of 
extracts. Dilution steps are made by injecting decreasing headspace volumes to evaluate 
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the relative odour conditions, so that identification can be performed on the basis of 
odour qualities and retention indices. The aromagrams obtained by sniffing successive 
dilutions of the same extract give valuable information on the number of odour units of 
each aroma compound eluted from the column. This protocol allows the scientist to 
obtain reliable results because of the simplicity of the task asked of the assessors and 
because of a validation of the final result obtained from the multiple detection of the 
same odour in the various dilutions of the same extract. Nevertheless, the major 
drawbacks of the dilution approach are, the difficulty of using more than one assessor, 
as is advisable in sensory analysis, because the method is very time-consuming.
Secondly, the results are based on detection thresholds and not on real intensities. 

Two other types of methods presented above (detection frequency and time 
intensity) overcome these serious limitations. The detection frequency method as 
proposed by Roozen and co-workers [69] overcomes the problem of the limited 
number of assessors. The method uses a panel of ten or twelve assessors. The number 
of assessors have been related to the posterior intensity and it was shown that the 
number of assessors perceiving an odour is a sufficient measure for odour intensity 
[73].

This method of gas chromatography olfactometry was later evaluated for various 
quantities of aroma compounds. Different sampling times (1-12 min) in a model mouth 
system) resulted in various quantities of compounds but resulted in an identical 
selection of odour active compounds by the panel, showing the robustness of the 
method [74]. An example of a sniffing chromatogram of a sunflower oil-in-water
emulsion is shown in Figure 4. This aroma analysis technique is described in detail for 
analysis of oils and emulsions by van Ruth et al. [39]. 

The second attempt to overcome the problems mentioned at the previous page was 
reported by Sanchez et al. [70] and da Silva et al. [75]. Their time-intensity method is 
based on magnitude estimation of the odour intensity. The assessors use a variable 
resistor with a pointer moving along a category scale. A simultaneous computerised 
graphical feedback of the settled position of the cursor helps the assessor to adjust this 
position to the perceived intensity. ‘The authors demonstrated that the estimation of the 
intensity of odours detected in the chromatographic effluent can be well correlated for 
each assessor with the concentration of the corresponding compounds. Etiébvant et al. 
[76] reported a cross-modality matching with the finger span based on the same 
principle. They described a prototype for the precise measurement and acquisition of 
the distance between the thumb and another finger during analysis. Their four-member
panel was able to determine most characteristics of the solutions with reference 
compounds and to create a finger span multidimensional space highly correlated with 
the theoretical intensity space. 

7. Relevance of techniques for biotechnology 

Microorganisms and enzymes have been employed for centuries in traditional 
biotechnological methods for preservation of foods. Modern biotechnology makes use 
of the increasing knowledge of the underlying scientific principles and is starting to 
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exploit the advantages offered by biocatalysts in a more specific way. Due to the 
advances in microbial fermentation and enzyme technology and consumer demands for 
natural products, production of individual flavour compounds or complex flavour 
mixtures, are increasingly becoming targets for production on an industrial scale [77-
78]. The exploitation of such techniques is especially attractive, because flavour 
compounds obtained via biotechnology are considered to be natural by regulatory 
authorities in many countries [79]. The biotechnological processes leading to flavour 
production can be divided into two major groups: (1) microbiologically mediated 
syntheses and (2) plant production methods [80]. The latter methods will not be 
discussed any further as they are beyond the scope of this review. 

Flavour-producing microorganisms are primarily fungi, as they are able to carry out 
secondary metabolism. Factors, such as media composition, seed culture generation, 
pH, fermentation time and temperature, determine the amount and type of flavour 
substances produced. The group of flavour compounds produced by fermentation 
methods cover a broad flavour area and include acids (dairy flavours), alcohols 
(mushroom), lactones (dairy, peach), esters (fruity), aldehydes (fruity), ketones (dairy,
cheese), pyrazines (nutty, roasted green) and terpenoids (citrus, mint flavours) [81].
Currently, the creation of so-called pure aromatic chemicals is one of the major 
applications of biotechnology to flavour production. However, simple or complex 
mixtures of aroma compounds are also useful. Cheese flavours, dairy-, fruit-,
mushroom- and fish flavours, as well as mixtures of flavour enhancers are produced by 
the action of microorganisms or enzymes on substrate materials and are 
commercialised as flavours. 

Research related to biotechnological flavour synthesis can be divided into three 
areas: non-volatile precursors, biotransformations and enzymes. 

7.1. BIOTECHNOLOGICAL FLAVOUR SYNTHESIS 

7.I.1. Non-volatile precursors 

An essential prerequisite for optimum flavour generation by microorganisms and 
enzymes is detailed knowledge of the composition and availability of precursors 
needed. Many intensive studies have been focused on precursors. Some examples are: 
lipids and fatty acids [82], strawberry aroma precursors [83] and passion fruit aroma 
precursors [84]. Several studies of other precursors have been published in the book 
edited by Teranishi et al. [85]. This type of studies and how enzymatic action releases 
characteristic volatiles from precursor compounds has progressed because of the 
advance in methods of handling glycosides [65]. Countercurrent chromatographic 
techniques have been successfully employed in the isolation of flavour precursors, such 
as glycosides. Development of cyclodextrin columns and advances in multidimensional 
gas chromatography combined with mass spectrometry has led to progress in analysis 
of these desirable flavour compounds. Atmospheric pressure chemical ionisation and 
electrospray ionisation, liquid chromatography coupled with mass spectrometry and 
tandem mass spectrometry are other techniques, which are tools to provide elucidation 
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of structures of flavour precursors [65]. This is very important because such data are 
necessary in biotechnological development of more flavourful foods. Also, knowledge 
of precursors permit processing parameters to be adjusted for maximum yield of 
flavour [4]. 

7.1.2. Biotransformations 

Biotransformations include transformations (single step reactions) and conversions 
(multi-step reactions) of suitable flavour precursors either by microorganisms or by 
enzymes. Natural sources containing the required precursors in high amounts can be
used directly as substrates. Alternatively, single compounds isolated from abundant 
natural sources can be subjected to highly specific microbiologically catalysed reaction 
sequences [79]. 

7.1. 3. Enzymes 

The use of enzymes is an integral part of many important processes in the food 
industry. The high substrate specificity in complex matrices, high reaction specificity, 
mild reaction conditions and reduction in waste product formation are of importance in 
the synthesis of flavour compounds. Furthermore, the enzymes, e.g. lipases and 
proteases, are stabile in organic solvents which allows the catalysis of reactions which 
are not feasible in aqueous media. 

7.2.  FLAVOUR  ANALYSIS  RESEARCH 

There are two research areas to be covered from a flavour analysis point of view with 
respect to biotransformations and enzymes. Firstly, the progress of the formation of the 
flavour compounds and the yield is important in relation to flavour production. 
Secondly, the sensorial relevance of the aroma compounds and their application in 
foods is another point of concern. 

The progress of formation can be followed off-line by extraction of the compounds 
from the medium [86-88]. Formation can also be easily monitored by static headspace 
analysis [89-90]. For on-line volatile measurements are gas sensors available, Pattern 
recognition is feasible with the use of an array of sensors. Systems called “electronic 
noses”, which are obviously electronic but not noses (in the meaning of mammalian 
noses) generally use headspace techniques and can be used for flavour production 
monitoring with some adaptations [91-93]. Drawbacks of these sensors are that they 
respond to groups of compounds and not to specific compounds, they are more or less 
sensitive to water and they exhibit considerable drifts over time. 

Currently, there is much interest in flavour compounds, which are responsible for 
characteristic flavours. Several novel techniques for isolation and characterisation of 
these important compounds are extensively described in Section 4 (Model mouth 
systems), Section 5 (In-mouth measurements) and Section 6 (Characterisation 
techniques).
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8. Conclusions 

The fundamental concepts of several isolation and characterisation methods for analysis
of aroma compounds have been discussed in this paper. The presently available 
methodology can be divided into two groups. One group of methods is concerned with 
the volatile content of the products. The other group of techniques is focused on those 
aroma compounds released in the mouth during eating and those compounds 
contributing to the sensory perception of a food or flavour. Both groups of techniques 
are valuable for specific tasks. Eventually, it is the flavour scientist who has to define 
the problem and consider which isolation methods suits best. He/she has the difficult 
task to wisely choose among the techniques available to yield a solution. 
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